Inhibition of charge packet broadening in GaAs charge-coupled devices
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Computer simulation of charge transport in GaAs resistive-gate charge-coupled devices is reported. The simulation has been performed for 10 μm finger spacings, doping concentrations in the range of $1 \times 10^{16}$ to $1 \times 10^{17}$ cm$^{-3}$, effective channel thicknesses 0.1–1.0 μm, lateral applied fields 3–10 kV/cm, and charge packet sizes 5%–100% of full bucket capacity. Inhibition of charge packet broadening due to transferred electron effects has been observed. Charge transfer time of 99.9% charge transfer efficiency across the intermediate phase finger was investigated and found to decrease monotonically with increasing electric field despite the turnaround in average carrier velocity. This may be attributed to a combination of improved initial charge confinement and inhibition of charge packet broadening.

Charge transport in many GaAs devices has been studied extensively by a variety of methods. These devices, which include field-effect transistors and Gunn diodes, are characterized by short transit times across short distances. A device with a longer transit distance was proposed and simulated by Cooper and Thornber, and was found to have potential for use as a high-frequency oscillator due to screened-space-charge transferred-electron effects. Charge-coupled devices (CCD's) employing similar structures have not previously been simulated, but have demonstrated high-frequency operation in the 1–4 GHz range. In this letter, the results of simulating charge transport in resistive-gate CCD's are reported. The same mechanism of electron transfer to side valleys, which leads to the oscillatory behavior in Gunn diodes and in the Cooper and Thornber device, is shown to produce inhibition of charge packet broadening in resistive-gate CCD's.

Resistive-gate CCD's are a subclass of GaAs buried-channel CCD's in which the Schottky diode capacitive gate is replaced by a layer of resistive material which not only forms a large area Schottky contact to the GaAs, but also acts as a continuous voltage divider between two or more finger contacts. Such a structure is shown schematically in Fig. 1. The buried-channel potential follows the linear resistive-gate voltage change, leading to a constant lateral applied field in the channel. However, the presence of signal charge in the channel perturbs the applied field, yielding a higher electric field for the leading edge than for the trailing edge. If the applied field is chosen to be above the critical field for peak electron velocity, the trailing edge may travel faster than the leading edge. This gives rise to the inhibition of charge packet broadening due to diffusion and self-repulsion effects.

The model used for the simulation is based on the model used by Cooper and Thornber for charge transport in AlGaAs-GaAs oscillator structures, but modified for the buried-channel GaAs CCD. The structure simulated has an $n$-type GaAs layer, of effective thickness $T$ and doping concentration $N_d$, on a semi-insulating substrate. The channel potential $V_m(x)$ is written as

$$V_m(x) = V_b(x) - V_b + qN_d [T - n(x)/N_d]^2/2\varepsilon_s,$$

where $V_b(x)$ is the resistive-gate potential between the finger contacts, $V_b$ is the metal-semiconductor barrier height, $n(x)$ is the sheet density of signal carriers in the channel, and $\varepsilon_s$ is the permittivity of GaAs. The lateral field along the channel can therefore be written simply as

$$E(x) = \frac{V_m(x + \Delta x) - V_m(x)}{\Delta x}.$$  \hspace{1cm} (2)

The simulation divides the channel along its length into segments of width $\Delta x$ and calculates the flux of carriers from the segment at position $x$ to the position $x + \Delta x$ as

$$F(x) = n(x) v(E(x)) - D(E(x)) [n(x + \Delta x) - n(x)]/\Delta x,$$  \hspace{1cm} (3)

where $v(E(x))$ and $D(E(x))$ are the drift velocity and diffusivity of electrons as a function of lateral electric field. The effect of the field perpendicular to the surface on carrier movement has been neglected, though in fact carriers move in this direction to a small degree as well. Assuming signal carrier conservation, the continuity expression is simply

$$n'(x) = n(x) + \frac{[F(x + \Delta x) - F(x)]}{\Delta t},$$  \hspace{1cm} (4)

where $n(x)$ is the carrier density at the time $t$ and $n'(x)$ is the carrier density at the time $t + \Delta t$.

The velocity and diffusivity of electrons in GaAs are modeled following Cooper and Thornber as

$$v(E) = \mu_0 E / [1 + (\mu_0 E / v_s)^2]^{1/2},$$  \hspace{1cm} (5)

where

![FIG. 1. Schematic illustration of the device structure and channel potential of a resistive-gate charge-coupled device.](image)
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\[ v_s = v_1 \exp\left( -\frac{E}{E_1} \right) + v_2 \left[ 1 + \left(\frac{E}{E_2}\right)^n \right] \]  
\[ D(E) = D_0 + D_1 \exp\left( -\left(\frac{\ln E - \ln E_p}{\ln A}\right)^2 \right) \]

where \( \mu_0 \) is the low field electron mobility, \( v_s \) is the field-dependent saturation velocity, \( D_0 \) is the low field electron diffusivity, and \( v_1, v_2, E_1, E_2, B, D_1, E_p, A \) are empirical constants whose values are \( 4.77 \times 10^7 \text{ cm/s}, 3.24 \times 10^7 \text{ cm/s}, 1644 \text{ V/cm}, 130.5 \text{ V/cm}, 0.32, 312 \text{ cm}^2/\text{s}, 3394.8 \text{ V/cm}, \) and \( 1.82 \text{ V/cm}, \) respectively.

The time step used in the simulation is initially set at 2.0 fs but is dynamically varied to optimize accuracy and computation time. The position step \( \Delta x \) was fixed at 0.125 \( \mu \text{m} \). Finger spacing was 10 \( \mu \text{m} \) with finger widths of one and zero microns. The effect of electric field was examined by using applied fields of 3, 4, 7, and 10 \( \text{kV/cm} \). Channel thicknesses of 0.1, 0.5, and 1.0 \( \mu \text{m} \) with doping concentrations of \( 1 \times 10^{16} \text{ cm}^{-3} \) and \( 1 \times 10^{17} \text{ cm}^{-3} \) were simulated.

Initially, charge was assumed to be confined by three finger potentials such that the intermediate finger was held at a potential higher than the outer two, thereby confining the charge in a nearly triangular potential well. This results in a nearly triangular initial carrier distribution. The simulation begins by changing the potential on the third electrode, giving rise to the situation depicted in Fig. 1.

The inhibition of charge packet broadening may be readily discerned by comparing Figs. 2 and 3, which show an example of the movement of charge packets under the influence of two different electric fields. The broadening of the packet transferred using the 3 \( \text{kV/cm} \) applied field is significant after 50 ps, and severe after 150 ps. However, for the case of a 10-kV/cm applied field, little broadening is observed—even for an order of magnitude increase in charge packet size.

For charge-coupled devices, the applied finger potentials are changed between three voltage levels, and phased to assure unidirectional charge transfer. The charge transfer efficiency (CTE) is that fraction of charge successfully transferred from one stage to the next. The transfer time is the time it takes to transfer charge from one stage to the next, and has a minimum determined by the longer of two characteristic times. The first is the transit time for a single electron to pass between two fingers under the influence of the applied field. This time applies to small charge packets, and scales linearly with the finger electrode spacing. The second is the time for charge confined in the initial triangular well to pass under the intermediate electrode, since its voltage should not be changed until after this time. In the simulation, the transfer time was determined using a 99.9% CTE criterion as measured at the center electrode, as shown in Fig. 4. The transfer time decreases monotonically for both

---

**Fig. 2.** Evolution of a charge packet with applied electric field of 3 \( \text{kV/cm} \) and a size of \( 2.5 \times 10^6 \text{ electrons/cm} \). The charge packet broadens due to diffusion and self-repulsion effects. (Charge packet size is normalized by the channel width.)

**Fig. 3.** Evolution of a charge packet with an applied electric field of 10 \( \text{kV/cm} \) and a size of \( 6.0 \times 10^7 \text{ electrons/cm} \). The broadening of the charge packet is inhibited by transferred-electron effects.

**Fig. 4.** Transfer time as a function of applied electric field for different charge packet sizes. The dashed line shows the transit time between two electrodes spaced by 10 \( \mu \text{m} \), as explained in the text.
increasing electric field and decreasing charge packet size, and does not scale with finger electrode spacing.

This decrease in transfer time is due to a combination of improved initial carrier confinement and inhibition of charge packet broadening. With a larger lateral field, the triangular potential well is steeper, thus reducing the distance the charge must travel to cross the intermediate finger. Bucket capacity is also commensurately increased. Smaller charge packets are similarly better confined laterally than larger packets, thus decreasing their transfer time. With inhibited packet broadening, the time for 99.9% CTE is also reduced. The combination of these effects more than offsets the net decrease in average carrier velocity at higher electric fields. Thus, higher CCD operating speeds are obtainable at lower average carrier velocity, with a corresponding penalty in operating power.

The effect of nonzero finger width was also examined. It was observed that significant charge trapping occurs due to the null in lateral electric field under the finger. Thus, the underlapping finger structure used in previously demonstrated resistive gate CCD's should be avoided in order to minimize this effect.

The effect of lower doping in the channel is to improve the transfer rate. For example, with an applied field of 4 kV/cm and a charge packet of \(6 \times 10^7\) electrons/cm, the transfer time decreases from 120 ps at \(10^{17}\) cm\(^{-3}\) to 80 ps at \(10^{16}\) cm\(^{-3}\). This improvement is primarily due to a mobility increase with reduced doping. However, charge capacity in the CCD decreases linearly with decreasing doping for fixed channel thickness and low-doped channels are incompatible with field-effect transistor technology.

For fixed doping (\(10^{17}\) cm\(^{-3}\)), the effect of decreased channel thickness was investigated and was found to improve charge transfer time. For example, with an applied field of 4 kV/cm and a charge packet of \(1 \times 10^8\) electrons/cm, the transfer times were 160, 130, and 100 ps for channel thicknesses of 1.0, 0.5, and 0.1 \(\mu m\), respectively. Thinner channels result in better initial lateral confinement of the charge packet thus reducing the time to cross under the intermediate finger. Thinner layers are also more compatible with integrated circuit technology, though there is a reduction in charge capacity.

In summary, it was observed that transferred electron effects inhibit charge packet broadening in resistive-gate GaAs CCD's. Increased applied field can reduce transfer times despite lower average carrier velocities due to better lateral confinement of charge packets, provided that finger electrode spacing is not excessive. Device performance does not degrade if configurations compatible with GaAs integrated circuit technology are chosen.
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