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A B S T R A C T

Ultrafast radiographic imaging and tracking (U-RadIT) use state-of-the-art ionizing particle and light sources to
experimentally study sub-nanosecond transients or dynamic processes in physics, chemistry, biology, geology,
materials science and other fields. These processes are fundamental to modern technologies and applications,
such as nuclear fusion energy, advanced manufacturing, communication, and green transportation, which
often involve one mole or more atoms and elementary particles, and thus are challenging to compute by
using the first principles of quantum physics or other forward models. One of the central problems in U-
RadIT is to optimize information yield through, e.g. high-luminosity X-ray and particle sources, efficient
imaging and tracking detectors, novel methods to collect data, and large-bandwidth online and offline data
processing, regulated by the underlying physics, statistics, and computing power. We review and highlight
recent progress in: (a.) Detectors such as high-speed complementary metal-oxide semiconductor (CMOS)
cameras, hybrid pixelated array detectors integrated with Timepix4 and other application-specific integrated
circuits (ASICs), and digital photon detectors; (b.) U-RadIT modalities such as dynamic phase contrast imaging,
dynamic diffractive imaging, and four-dimensional (4D) particle tracking; (c.) U-RadIT data and algorithms
such as neural networks and machine learning, and (d.) Applications in ultrafast dynamic material science
using XFELs, synchrotrons and laser-driven sources. Hardware-centric approaches to U-RadIT optimization are
constrained by detector material properties, low signal-to-noise ratio, high cost and long development cycles of
critical hardware components such as ASICs. Interpretation of experimental data, including comparisons with
forward models, is frequently hindered by sparse measurements, model and measurement uncertainties, and
noise. Alternatively, U-RadIT make increasing use of data science and machine learning algorithms, including
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experimental implementations of compressed sensing. Machine learning and artificial intelligence approaches,
refined by physics and materials information, may also contribute significantly to data interpretation,
uncertainty quantification and U-RadIT optimization.
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1. Introduction

Ultrafast Radiographic Imaging and Tracking (U-RadIT) use sub-
nanosecond (sub-ns) pulses of ionizing radiation such as X-rays or
energetic particles with mass (protons, electrons, neutrons, etc.) for
igh-speed imaging and tomography (IT). U-RadIT, as the ultrafast
ersion of RadIT [1], complement ultrafast IT by using visible light as in
raditional ultrafast photography [2–4], magnetic fields as in magnetic
esonance imaging [5], and ultrasound [6]. As the peak intensities
f the short-pulse lasers at visible and longer wavelengths continue
o increase towards the critical intensity or the Schwinger limit of
× 1029 W/cm2, with a recent record exceeding 1023 W/cm2 [7],

isible and longer wavelength high power lasers can also become
-RadIT tools through multi-photon ionization and secondary X-ray,
eutron and energetic charged particle production. Ultrafast imaging
ollects two-dimensional (2D) information at high speed, and ultrafast
omography gathers three-dimensional (3D) data very promptly.

Due to the penetrating power of X-rays and energetic particles with
ass, and some unique interaction physics such as large inner-shell

lectron cross section, U-RadIT can interrogate ultrafast phenomena or
ltrafast evolution of a physical quantity of almost any materials, at
oth macroscopic (meter size and larger) and microscopic (down to
ndividual atoms) length scales, and reveal transient dynamic details
own to the individual molecular, atomic and even sub-atomic events
uch as electron transition from one quantum state to another at
he same time. Such individual transient events are usually described
y the laws of quantum mechanics, and happen very fast (< 1 ps).
ne class of such universal ultrafast processes is femto-chemistry, or
olecular scale atom and electron motion, pioneered by A. H. Zewail

nd collaborators [8], but there are many others, which may require
-RadIT and other ultrafast imaging and measurement methods. A

ecent review on electron microscopy with applications to biology and
anoscale systems may be found in [9]. 2018 roadmap of ultrafast X-ray
tomic and molecular physics was given in [10].

The duration of an event (𝜏) may be estimated classically by 𝜏 ∼ 𝑙∕𝑣,
here 𝑙 is the characteristic length and 𝑣 is the characteristic speed of

he transient event. Since 𝑣 ≤ 𝑐 according to the theory of relativity,
ith 𝑐 being the speed of light, ultrafast processes naturally occur
n small length scales at highest speeds up to the speed of light. IT
f microscopic processes involving photons and electrons over atom
cales requires attosecond (1 as = 10−18 s) time resolution [11,12].
ttosecond photography and attosecond RadIT are currently limited
y the availability of a bright strobe illumination source of visible
ight, X-rays and other ionizing radiation. In a laboratory setting, since
he speeds of electrons, atoms, molecules, nanoparticles and larger
bjects are usually below 100 km/s (compression of mm-size targets by
igh power lasers in inertial confinement fusion can reach hundreds of
m/s), studying transients over a molecule (∼1 nm) and longer lengths
s sufficient by using ‘femtosecond photography’ [8] or femtosecond
adIT. X-ray free electron lasers (XFEL) now can deliver an intense
ulse of X-rays to make femtosecond RadIT practical. When making
ovies of mass compression dynamics as in inertial confinement fusion

ICF), with 𝑙 ∼1 mm, 𝑣 ∼300 km/s, ‘picosecond photography’ or
icosecond RadIT is sufficient. Electron and proton accelerators, XFELs,
ynchrotron light sources, together with laser-produced plasmas offer
any options for picosecond RadIT.

High speed processes on the mesoscale (<10 micrometers) are
ot always required to be ultrafast. The emerging field of ‘macro-
copic quantum systems and phenomena’ can potentially qualify and
2

hese quantum phenomena may also use U-RadIT methods. An object, l
arge or small, traveling slowly but over an ultrashort distance, may
lso be treated as ‘ultrafast’. For example, the Laser Interferometer
ravitational-Wave Observatory (LIGO) can probe astrophysics and
ravitational waves with attometer precision. The time for an object
uch as a LIGO mirror to traverse one-attometer distance, 𝑙 ∼ 10−18 m,

can be very short and to make a movie of such an extremely boring
(from classical-physics point of view) process may also need ultrafast
photography or U-RadIT. From quantum-physics point of view, 10−18 m

ay allow us to see quantum vacuum fluctuations such as the Casimir
ffect. In other words, imaging quantum phenomena such as quantum
luctuations is a potentially new frontier for ultrafast photography and
-RadIT.

U-RadIT come in several different flavors. First is ultrafast detection
f individual X-rays, protons, other ionizing radiation such as fast elec-
rons, and the ionizing-radiation-induced secondary particles including
eutrons (when nuclear reactions are induced by the primary beam of
hotons or particles with mass), electron–hole pairs in semiconductors
r visible light in scintillators [13]. Second is high-speed imaging or
igh-speed tomography of ultrafast processes such as photosynthesis on
he molecular level, many other phenomena in femto-chemistry [8], or
ynamic objects such as ultrafastly compressed millimeter and smaller
argets in ICF. Third is a time-resolved high-resolution 2D or 3D mea-
urement of physical quantities such as density, velocity, temperature,
ressure, or their correlations such as the equation of state (EOS).

Here we give an overview of recent advances in U-RadIT with an
mphasis on sub-ns time-resolved RadIT. In Section 2, we discuss the
hysics and computational foundations of U-RadIT, U-RadIT hardware
etrics, and frame U-RadIT as an information-yield optimization prob-

em. In Section 3, we summarize the U-RadIT instrument advances in
erms of ‘10H’ frontiers, and highlight development in Timepix ASICs,
ybrid pixelated array detectors (PADs), and ultrafast CMOS cameras,
D digital-to-photon converters, and possible options beyond CMOS
echnology. Section 4 on U-RadIT modalities includes phase contrast,
iffraction and 4D tracking methods, as well as approaches to improve
mage contrast through, e.g. motion contrast imaging. In Section 5, we
ecognize that, while there are plentiful of data available, experimental
ata acquisition are usually sparse. Compressed sensing can be used
or offline data processing as well as real-time data acquisition. Neural
etworks are used for growing number of data workflows, including
hase retrieval and uncertainty quantification. In Section 6 on ap-
lications, we highlight high-repetition-rate high-power experiments,
ynamic experiments using LCLS XFEL, ESRF and APS synchrotrons.

. Open problems in U-RadIT optimization

Modern technologies and applications usually require a certain
inimal amount of materials or mass, one mole or more of atoms being

ypical, to work. An important application of U-RadIT is to understand
nd predict time-dependent or dynamic properties of such macroscopic
millimeters and larger) bulk materials, through measurements of their
ass, electric charge, and energy flows at the electronic, atomic and
olecular levels (nanometers and smaller). Elementary processes of

lectron, atom and molecular motion dictate the temporal resolution
t sub-ns. The material thickness or areal density (thickness integrated
ass density) dictates the use of ionizing radiation to penetrate inside

he materials and reveal their internal structures. In addition to nat-
ral materials aging, materials under extreme pressure, temperature,
onizing radiation, high energy density requires U-RadIT measurements
n-situ and in real time. The experimental data and information col-

ected from U-RadIT can then be used by, for example, coupling to
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Fig. 1. A comparison of various U-RadIT modalities, electrons, X-rays at different
energies, and charged particles such as protons, and their applicable temporal and
spatial scales. The four sloped lines correspond to, respectively, the sound speed in
air (𝐶𝑠(air)), the sound speed in water (𝐶𝑠(H2O)), 10 times the 𝐶𝑠(H2O), and the
hypervelocity at 300 km/s as in the National Ignition Facility (NIF) experiments.

molecular dynamics (MD) simulations, to guide new materials discov-
ery and design including synthesis on a large scale beyond research
laboratories.

U-RadIT modalities now include electrons, X-rays of different ener-
gies (XFELs, synchrotrons, and high-energy X-rays), energetic charged
particles such as protons, as summarized in Fig. 1. Neutrons, limited by
the available flux, may complement other U-RadIT modalities. Ultrafast
electron methods have been very successful in femtochemistry due to
in part the strong interactions of electrons and the compact source
size [8]. X-rays of different energies are now routinely used for ultrafast
imaging due to the growing number of synchrotron and XFEL facilities.
Heavy charged particles such as protons, together with high-energy X-
rays above 100 keV, are usually used to examine larger objects than
by electrons and photons from XFELs and synchrotrons, with reduced
spatial and temporal resolution.

2.1. Physics principles and computation

The fundamental physics principles of U-RadIT, which describe
the probabilistic interactions between atoms and ionizing radiation
such as X-rays, 𝛾-rays, electrons, protons, other charged particles, and
neutrons, are now complete in the laws of quantum physics, i.e. many-
body Schrödinger’s equation in the non-relativistic regime or equivalent
formulations [14]. However, knowing such principles and how to use
them for calculations, which are the basis of forward models, are not
enough to make quantitative and accurate predictions in chemistry, ma-
terials science, fusion energy, nor to interpret U-RadIT measurements.
The difficulty was recognized as early as 1929 by Paul Dirac [15]. In
modern terms, the challenges are known as the ‘curse of large dimen-
sionality’ or the ‘curse of large numbers’ that easily overwhelms the
memories and processing capacities of the state-of-the-art computers.

More practical approaches to forward modeling can be broken down
to a hierarchy of temporal and spatial scales, parallel to the hierarchy
of measurements shown in Fig. 1. Quantum chemistry calculations
involve individual electrons and nuclei [16]. The most sophisticated
models based on a many-body Schrödinger’s equation can simulate a
few hundred atoms for a duration of sub-ns [17]. Use of quantum
computers for quantum chemistry is emerging [18] and the problem
complexity (10s of atoms) is still lagging behind classical computers.

The next level in simulation hierarchy (sub-ns to ms, nm to μm)
is molecular dynamics (MD) [19,20] or molecular mechanics, which
3

bridges the quantum regime with the classical regime (dynamics is
described by Newton’s laws of motion), and includes many applications
to materials science, biology, fusion energy [21]. In highly ionized
plasmas, the fourth state of matter, the equivalents to MD simulations
are simulations using kinetic equations. Significant improvements in
simulation speed, accuracy through availability of computing power,
and novel algorithms accelerated by neural networks [22], together
with experimental data from synchrotrons, XFELs, electron microscopy
and proton facilities, have led to growingly adoption of MD beyond
the materials science community such as molecular biology [23], drug
discovery [24], and nuclear fusion energy [25,26].

The last level in simulation belongs to the continuum or ‘macro-
scopic regime’ (sub-ns and above in time, sub- μm and above in length).
Transport coefficients and other emergent material properties such as
thermal conductivity [27], electric conductivity, opacity, and equation
of state [28] are used to predict material evolutions on the longer
temporal and spatial scales using continuum or fluid approximation.
Coupling to the MD and kinetic simulations, through the transport co-
efficients and different moments of non-isotropic material properties, is
an important feature in simulations at this level. A recent trend is that,
as the continuum simulation models continue to improve in temporal
and spatial resolution, their overlaps with MD and kinetic models also
grow with time. It is likely the boundary between the macroscopic
and mesoscale models such as MD may disappear, depending on the
available computing resource. Another feature is that these simulations
allow direct comparisons with measurements including U-RadIT. In
inertial fusion experiments, for example, xRAGE [29] and HYDRA [30]
are often used to generate synthetic X-ray and neutron data including
images for comparison with measurements.

For U-RadIT experimental data interpretation, the simulations de-
scribed above need to couple with radiation transport and radiation
interactions with matter. The detector models are also needed to ac-
count for detector responses such as noise, the point spread function
and other effects in the experimental data. There are now a growing
number of multi-physics codes available for detector modeling, e.g.
Allpix squared multi-physics simulation framework [31], which has
been used to generate synthetic data for a silicon detector [32]. One
simplification to detector modeling is that the material composition and
structures, such as charge collection, defects, and storage capacitors,
may be assumed to be constant and do not change with time. However,
as the ionizing radiation sources such as X-rays and charged particles
continue to become brighter and operate at higher repetition rate,
time-dependent detector responses may need to be accounted for data
interpretation.

2.2. U-RadIT hardware metrics

Both traditional forward models as described above and recent
machine learning (ML) models driven by data will continue to rely
on U-RadIT and other experimental methods for model validation and
verification, in particular, as the complexity of the experiments grows
in terms of temporal and spatial durations as well as in temporal and
spatial resolutions, or spatial and temporal dynamic ranges.

A simplified lensless U-RadIT setup is shown in Fig. 2. The largest
footprint of the overall system typically comes from the radiation
source that generates prompt X-ray or energetic particles for illumina-
tion. For example, the Advanced Photon Source (APS) and its upgrade
(APS-U) have an electron storage ring circumference 1.1 km long. Some
other synchrotron facilities listed in Table 1 range from 0.518 km (TPS
storage ring in Taiwan) to 2.3 km (PETRA-III/PETRA-IV in Germany).
The LANSCE proton linear accelerator at Los Alamos is about 800 m
long, which can be further augmented by a proton storage ring, delivers
800 MeV proton bunches or micropulses at a rate up to 120 pulses per
second. The minimum micropulse separation is about 4.96 ns. A typical
proton micropulse has a few times 108 protons.
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Fig. 2. A simplified schematic U-RadIT setup consisting of a radiation source, a target that interacts with a driver (energy source), and the detector. Mechanical, kinetic, chemical,
electric, and electromagnetic (including lasers) energy are possible sources of driver energy.
Besides the radiation sources (more than one radiation source are
used in, for example, multi-modal U-RadIT), the other critical hardware
component of a U-RadIT system is detectors and especially pixelated
image sensors. Photography films as an analog image sensors [42]
have now been mostly replaced by digital sensors since the invention
of charge coupled device (CCD) at the Bell Labs in 1969. Imaging
plate and specialty plastics such as CR-39 are still used because of
their simplicity and robustness against transient electromagnetic pulse
(EMP) associated with radiation source operation. The introduction of
active pixel sensors in the 1990s [43] ushered in the era of CMOS
image sensors, which now dominate over CCD image sensors in com-
mercial applications such as in cell phones, drones, automobiles and
other smart or autonomous systems. Pixel detectors were developed
for High Energy Physics [44] and in the Medipix Collaborations [45].
Hybridized direct X-ray imagers, in which a pixelated X-ray absorbing
layer is electrically bonded pixel-by-pixel to a pixelated CMOS ASIC,
were first used for synchrotron science applications at the turn of the
Millenium. Graafsma [46] provides a good history of the early hybrid
detectors used for synchrotron science. Pioneering work on burst-rate
hybrid imagers was done by the Cornell Detector Group at CHESS
using a microsecond rate burst-mode hybrid imager consisting of a Si
sensor bonded to an ASIC [47]. Burst-mode imagers operate by storing
a limited number of successive images in the ASIC pixel in analog form
for later digitization and readout. This avoids the temporal bottleneck
involved in analog-to-digital conversion and readout of the images into
computer memory. Cornell Keck-PAD was such a burst-mode imager
that stored 8 frames at a frame rate of 10 MHz [48]. This was followed
by CS-PAD, an X-ray hybrid CMOS image sensor for LCLS [49,50].
Many other hybrid CMOS cameras such as AGIPD [37], Jungfrau [51],
MM-PAD [52] have since been introduced and some of them such
as Pilatus, Eiger are commercialized [53]. There are now a growing
number of image sensors and pixelated detectors to choose from, see
Section 3 for further discussions. We summarize the metrics, features,
and common terminology of imaging detectors first.

Direct and Indirect sensors Most commercial image sensors are for
visible light, with relatively fewer for other photon wavelengths, such
4

as infrared, UV, X-rays and 𝛾-rays. Hybrid CMOS devices such as the
CS-PAD and AGIPD are known as direct sensors since they convert
X-rays directly into electron–hole pairs that are collected and stored
as signals. On the other hand, indirect sensors use a 2-step process
where scintillators convert ionizing radiation into visible light, which
is then detected by visible light cameras. These setups offer more
flexibility and radiation hardness, but may offer lower energy or spatial
resolution.

Frame rate and record length The frame rate measures how fre-
quently multiple images can be taken in sequential imaging or ‘‘movie
mode’’. Record length measures how many frames of images can be
taken and recorded, limited by temporally storage memory (commonly
used in burst mode imaging) or data transmission bandwidth (in con-
tinuous mode imaging). In U-RadIT, the frame rate of an image sensor
is dictated by the repetition rate of radiation source, as well as by
the detector. Synchrotrons and XFELs can now or will soon (as in
APS-U) deliver bright sub-ns pulses at a rate above 10 MHz, which
exceeds the highest frame rates of existing cameras, e.g. Shimadzu HPV-
X2. Burst-mode imaging may also be achieved by time-multiplexing
several visible light CCD or CMOS cameras to the light emitted by a
scintillator screen via use of beam-splitters, perhaps with intermediate
image intensification. The multiplexing frame rate may be limited by
the scintillator decay time and brightness, as well as the response
time of the image intensifiers. When images are sparse, an alternative
approach of data-driven hit streaming can be used, see Section 3.2.

Pixel resolution and number of pixels Pixel resolution or pitch is
the size of the smallest sensing unit (usually a square or rectangle
shape, although hexagonal shapes have also been used) from which
the signals are collected and digitized. Pixel resolution determines the
spatial resolution (𝛿) of the image sensor. Direct image sensors typically
have 10 s to 100 s of micrometers pitch, and indirect image sensors
have less than 10 micrometers pitch. The spatial resolution is not
always determined by pixel size but rather by the charge deposition
process within the active sensor material, e.g. fluorescence in high-
Z direct detectors or light propagation and spreading in scintillators.
If multiple, slightly displaced images are used, and the point spread
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Table 1
A summary of different radiation sources for U-RadIT. In comparison, a CPA Ti:sapphire laser (800 nm) can deliver a short pulse in the range of 5–20 fs, 1–10 mJ pulse energy
at a repetition rate in the range of 1–2 × 105 Hz [33].

Source Particle (GeV) Particles Energy Pulse Emittance
[Photon (keV)] [Photons] (mJ) width x/(y)
Energy per pulse per pulse (ps) (pm rad)

APS [34] 7 GeV 9.6 × 1010 108 J 34 3110/(40.5)
[3–100 keV] [<1020]a 41

APS-U [34] 6 GeV 9.6 × 1010 92.2 J 104 42/(4.2)
[1–120 keV] [<1023]a 100

CHESSb 6 GeV 3.5-36 × 1010 46.7 29210/292
[10–100 keV] [<1020]a

DIAMOND 3 GeV 3.7 × 109 17.1 3140/8
ESRF [35] 6 GeV 4.4 × 1010 <100 3985/4
ESRF-EBS [35,36] 6 GeV 4.4 × 1010 60 133/1

[10–50 keV] [6.6 - 1.37 × 1021]a 20–55
Eu-XFEL [37] 8.5-17.5 GeV 0.1-6.9 × 109 1.2–76.6 fs 0.77779/0.72763c

[12.4 keV] [1012]d 4 ≤0.1
LANSCEe[38] 0.8 GeV 3.1 × 108f <100
LCLS [4.5–11 keV] [0.15–14 × 1012] 0.6–2.0 10–50 fs
LCLS [0.4–1.2 keV] [3.1–47 × 1012] 1.5–2.5 10–250 fs
MaRIE [39] [42 keV] [5 × 1010] <1
MAX-IV 3 GeV 2.2 × 1010 29 330/2-8
NIFg 14.1 MeV 6 × 1017h 1.35 MJ <100 100–120 μm (4 𝜋)i

NIF ARC [1 MeV] [>1010]j 1–50 (4 𝜋)
NSLS-II 3 GeV 6 × 1010 15–30 550/

[0.1–23 keV] <1021a

PETRA-III 6 GeV 1.2 × 1011k 44 1200/12
[0.15–200 keV] [>1021]a

PETRA-IV [40] 6 GeV 65 (75) 10–30/(<10)
SACLA [10 keV] [3 × 1011] 0.5 <10 fs
SHINE [41] 8 GeV 1.8 <50 fs

[0.4–25 keV]
SNSe 1 GeV 1.5 × 1014 24 kJ 695 ns
Spring-8 8 GeV 5 × 1010 ∼60 3400/6.8

[0.3–300 keV] [<1020]a

SSRF 3–5 GeV 4 × 1010 11 3900/
[0.04–200 keV] 109 80

TPS 3 GeV 9.5 1500/15
[0.1–30 keV] [<1021]a

a Brilliance, in ph/(s mm2 mrad2 0.1%BW).
b Positron.
c In mm mrad.
d Equivalent brilliance = 1033 ph/(s mm2 mrad2 0.1%BW).
e Proton.
f 10 mA equivalent current. Typically 16 bunches, spread over 80 ns are used in proton radiography.
g Neutron.
h The NIF neutron yield record as of Aug. 2023 is higher.
i NIF compressed target around 100 to 120 μm diameter at the peak compression. Neutron emission into 4 𝜋 solid angle.
j ph/cm2.
k 40 bunch mode.
d
c
a
d
s

d
t
b
d

i
c
l
A

function is smaller than the pixel pitch, one can actually recover images
with higher resolution than the pixel pitch. Individual direct image
sensors may have less than 1 million pixels (mega-pixels). Multiple
such units, through butting or tiling, may be arranged to form larger
areas, often with minimal inter-module gaps. Indirect image sensors
commonly have more than 10 mega-pixels. 100 mega-pixel sensors
are also now available commercially. The small pixel pitches that are
involved allow 10 s of millions or more pixels to be fabricated on a
single silicon die.

Quantum efficiency and sensitivity Quantum efficiency (QE) mea-
sures the fraction of X-rays and other ionizing radiation that impinge
on a detector are detected. Sensitivity measures whether individual
quanta can be distinguished from background and noise. In direct
detection, quantum efficiency is often energy and particle dependent.
500-μm thick silicon sensors are sufficient to stop 10 keV or less X-
rays completely and achieve close to 100% quantum efficiency. The
sensitivity to X-rays in silicon is also very high. The energy to create one
electron–hole pair in silicon (bandgap 1.12 eV) is only about 3.63 eV at
room temperature [54,55], corresponding to about 275 ± 6 charge pairs
per keV. The Fano factor of 0.11 was applied to estimate the charge
fluctuation of 6 [55–57]. Charge sharing among neighboring pixels and
5

r

electronic noise can lower the sensitivity. QE and sensitivity of indirect
detection depend on scintillator light yield and photodetectors, with
more details given in, e.g. [58].

Gain and noise For improved sensitivity for individual quantum
etection, charge amplifiers are used within pixels to multiply the raw
harge collected. Direct image sensor such as AGIPD 1.0 has a noise
round 300 e− [37]. A balance between the amount of gain and the
ynamic range is sometimes needed. The state-of-the-art CMOS image
ensors now have a noise per pixel below 1 𝑒− at room temperature,

such sensors are often used for indirect imaging in RadIT applications.
Data bit depth and dynamic range 8 to 16 data bits are common in

igital image sensors. Logarithm of the dynamic range is proportional
o the bit depth. Lowering the noise floor potentially makes the full data
its available for dynamic range or maximizing the number of quanta
etectable per pixel.

Power consumption per mm2 Signal generation (turning an ion-
zing quantum into electron–hole pairs), analog-to-digital conversion,
apacitor storage and charge removal all consume power. Dark and
eak current also contribute to power consumption and sensor and
SIC heating. ePix100 (50 μm pitch, 352 × 384 pixels per sensor,

eadout speed 120–240 Hz, 5–10 MHz pixel clock), a more recent
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Fig. 3. A holistic framework to optimize U-RadIT information yield includes two correlated loops: The hardware loop on the left is driven by signal optimization, which may
include the radiation source (low emittance, coherence, adjustable spectrum), the detectors, and detection methods. The data or ‘digital twin’ loop on the right is driven by
computation towards interpretable synthetic data that can be directly compared with experimental data including images.
direct detector for LCLS, consumes about 12 μW/pixel. In high-speed
imaging, the power consumption also depends on the frame rate and
radiation source repetition rate and intensity. Assuming that the reso-
lution or contrast give a certain number of 0 of quanta for an image,
faster frame rate 1∕𝑇0 corresponds to higher power of illumination for
ultrafast imaging,

𝑃0 =
0𝐸0
𝜂𝑇0

, (1)

assuming a monochromatic light or mono-energetic particle with a
quantized energy 𝐸0. The factor 𝜂, with 0 < 𝜂 < 1, accounts for parasitic
power consumptions. Various models have been derived for 0 as a
function of resolution (𝛿∕𝑀 , with 𝑀 being the magnification of the
object after projection onto the detector, and 𝛿 the pixel resolution of
the detector),

0 =
𝑐0𝑀𝛼

𝛿𝛼
, (2)

with 𝛼 ∼ 4.
Fabrication technology and cost CMOS technology is widely used

for image sensor fabrication. The feature size of the image CMOS
fabrication continue to decline with time, allowing smaller pixel sizes
and more functions for the same sensor area. CS-PAD used 0.25-μm
TSMC CMOS process, ePix100, a more recent direct detector for LCLS
also uses 0.25-μm TSMC CMOS process, AGIPD used IBM 130 nm
process. One of the open question is radiation hardness of the CMOS
image sensors as the radiation sources get brighter, faster, or emits
higher energy photons. The High Energy Physics community has led the
way in understanding and mitigating the effects of radiation in CMOS
circuits [59] and has designed ASICs capable of withstanding 100’s of
MRads [60].

In-situ data storage In ultrafast imaging, in-situ data storage is used
to improve the frame rate by removing the time burden of data transfer.
For example, HPV-X2 has 128 storage cells per pixel. AGIPD has 352
storage cells because each pixel is 200 μm. The Keck-PAD can store 8
frames of data at up to 10 MHz frame-rate. The in-situ or temporary
storage capacity limits the maximum number of frames that can be
taken before a pause is required to transfer the stored images off the
detector.

2.3. Open problems and opportunities

Since the primary purpose of U-RadIT is to collect time-dependent
data, such as 2D images, and to extract information from the data
about the dynamic experiments such as protein unfolding, implosion
6

of mass densities, shockwave propagation, defect and void generation
and migration in materials, etc., one of the central questions is how
to optimize the information yield from a U-RadIT measurement. In
the case of implosion in an ICF experiment, for example, the highest
information content corresponds to the highest spatial and temporal
resolution of mass density over the full implosion length (initial radius
∼1 mm). Since the number of voxels is proportional to the resolution
(𝛿) to the third power, 𝛿3, at 𝛿 = 10 μm (the state of the art both in terms
of the experiments and computation), the number of voxels is 8 × 106.
Improving the experimental imaging resolution to 𝛿 =1 μm, which
corresponds to 103 times more voxels, is an open problem believed
to be pivotal in further advancing controlled experiments of ignited
fusion plasmas. Protein unfolding, shockwave propagation, defect and
void generation and migration in materials, etc. have similar degrees of
difficulty since high spatial and temporal resolution requirements are
recurring themes for U-RadIT measurements.

A framework for the information-yield optimization is given in
Fig. 3, which consists of a signal optimization loop for signal generation
and recording through radiation source(s), data collection methods or
imaging modalities with examples given in Section 4, and detectors
(Section 3), and a data optimization loop based on the physics in-
spired forward modeling or data methods such as deep learning, and
implemented through computation (traditional grid-based or particle-
tracking algorithms and new neural network algorithms). Image analy-
sis algorithms, more details in Section 5, that compare experimental
data with synthetic data may also be optimized, potentially adding
a third loop, which bridges the signal optimization loop in hardware
space and the data loop in the ‘virtual reality’ or ‘digital twin’ space
and is not explicitly shown in Fig. 3.

The optimization process may be described in terms of searching for
a high-dimensional vector (x), such as the 3D positions of many atoms
involved in the protein unfolding, the mass density voxel map in an
ICF implosion experiment, or a 3D velocity field in a shock experiment,
which satisfies the following

(𝐱, �̃�) ≡ argmin𝑓 (𝐱)=0;𝑓 (�̃�)=0(𝐱, �̃�), (3)

(𝐱, �̃�) ≡ ‖𝐼𝑒𝑥𝑝(𝐱) − 𝐼𝑠𝑦𝑛(�̃�)‖𝑝 +(𝐱, �̃�). (4)

‘≡’ symbolizes definition or ‘is identical to’. Here we define the cost
function, also known as loss function,  to be the difference between
one (or more) experimental images 𝐼𝑒𝑥𝑝(𝐱) (each is a two-dimensional
intensity map) and the corresponding synthetic image(s) 𝐼𝑠𝑦𝑛(�̃�). �̃� is
the corresponding theoretical vector of x. The regularization func-
tions 𝑓 (𝐱) = 0, and 𝑓 (�̃�) =0 are further discussed next. Additional
regularization to  through  is often used as well. If 𝑝 = 2, the
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difference is calculated by using the so-called 𝑙2 norm or the Euclidean
distance [61]. In some cases, 𝑝 = 0 may be desired, which is, however,
computationally hard and related to an open Millennium Prize problem
(P vs. NP) [62], see some details in Section 5.2. In practice, 𝑝 = 1 is
often used.

The regularization functions 𝑓 (𝐱) = 0, and 𝑓 (�̃�) =0 are necessary
for a number of reasons. First, x may only be known statistically due
to a number of reasons. Probabilistic interactions between an object
and ionizing radiation field imply that, for the same setup, the same
object, the same ionizing radiation source, and the same detector,
𝐼𝑒𝑥𝑝(𝐱) is not unique. For repetitive experiments of the same setup,
objects, radiation source and detector may not be reproducible at the
highest resolution (at atomic resolution, for example). Only sparse mea-
surement through U-RadIT is possible in practice, which implies that
the number of unknowns (x) is greater than the number of equations,
as further explained in Section 5.2, limited by the source intensity, and
detectors. The background and noise can fluctuate from experiment to
experiment, which further compound the recovery of x.

In the hardware and instrument loop, here are some additional
factors that may contribute to 𝑓 (𝐱) = 0 regularization. The X-ray
and particle source intensity, emittance (angular distribution), and
spectrum control of the sources. The detector optimization through the
metrics described in Section 2.2, which may be constrained by chip
clock speed, power consumption, memory, sensor thickness, radiation-
induced electron or photon transport. Additional imaging and tracking
detectors as described in Section 3, and novel methods to collect data,
Section 4.

In the data loop and 𝑓 (�̃�) = 0 regularization, conversation laws of
physics (mass, energy, and momentum, for instance), traditional for-
ward modeling algorithms, and more recently data-driven algorithms
are the building blocks of the optimization schemes, regulated by
the underlying physics, statistics, bandwidth of the online and offline
data processing, and computing power. Some of the recent trends are
towards physics-informed machine learning and data-driven models,
and also towards using data-driven models such as neural networks as
surrogates for traditional first-principle or derivative forward models
for accelerated computing.

In short, U-RadIT information-yield optimization is the central prob-
lem in U-RadIT applications, and the problem is known to be difficult
due to high-dimensionality. Integrated approaches to radiation source,
instrumentation, physics, statistics, data and algorithms offer many
opportunities that may overcome the limitations in hardware for data
acquisition or computing power for data processing.

3. Instruments

We may summarize the overall trend in detector and instrument
requirements as ‘10H’ frontiers (‘H’ stands for higher), which combines
the requirements derived from the radiation sources and applications.
The following trends in radiation sources drive the U-RadIT detector in-
struments and methods (Further discussions in Section 4) development:
higher photon or particle flux, higher photon energy, higher photon
source coherence, higher source repetition rate, simultaneous use of
more than one radiation source, such as charged particles together
with photons [39], charged particles with neutrons, or neutrons with
photons, for multi-modal U-RadIT – higher detection versatility. The fol-
lowing application needs place additional requirements on instruments
and detectors: higher detection efficiency or sensitivity, higher spatial
or position resolution, higher detection dynamic range, higher radia-
tion resistance (or radiation hardness), and higher data or information
yield. Higher information yield can be obtained through, e.g. on-board
machine learning (ML).

Not all ‘10H’ features or requirements can be met simultaneously
in a single experiment or a detector, and tradeoffs are often adopted in
practice. For example, a tradeoff between efficiency and temporal reso-
lution (frame-rate) may be necessary for ultrafast X-ray measurements.
7

Another example of tradeoff is the spatial resolution and data yield
due to the real estate constraint on a wafer. Cost reduction, including
CMOS prototyping cost, is yet another important driver for tradeoffs in
hardware optimization. For example, even though the production costs
per wafer are more-or-less constant with time, the masking costs have
exploded recently.

3.1. Sensors for ionizing radiation

A basic construction of modern radiation detectors consists of a
sensor frontend and electronics backend, similar to back-illuminated
optical detectors. The sensor converts ionizing radiation into electron–
hole pairs or visible light as recordable signals by electronics. Many
elements in the periodic table have now found sensor applications,
either as semiconductor diode sensors, when electron–hole pairs are
created, or as scintillator sensors, when visible light is first induced
by the ionizing radiation and then detected by photodetectors, such
as semiconductor diode sensors. Majority of the sensors are in solid
state. Gas and liquid sensors are usually used in large volumes and
when solid sensors and electronics become too expensive. Electronics
are progressively miniaturized, and can perform specialized radiation
detection functions, such as charge amplification (gain), analog-to-
digital conversion, noise rejection, and therefore are called application
specific integrated circuits (ASICs). ASICs, through large scale comple-
mentary metal-oxide semiconductor (CMOS) integration process, also
allow large area sensor diodes to function as large pixelated arrays (as
in cameras) with individual pixels perform exactly the same functions.
Timepix ASICs are highlighted in Section 3.2.

Ionizing radiation may penetrate many hundreds of μms into a
detector sensor. Especially in the case of hybrid modules this may
require use of sensors fabricated from unusually thick (>1 mm) semi-
conductor wafers. Higher-Z (than silicon) sensors, such as GaAs, CdTe,
CZT, or thicker silicons have been used as synchrotrons and XFEL
detectors in the so-called hybrid configuration, which uses wafer-scale
bump bonding to integrate the sensor diodes with ASICs. Examples
include Keck-PAD, CS-PAD, AGIPD, ePix, Timepix, Medipix, and MM-
PAD in Section 3.3. When scintillators are used, the stopping power
and thickness can be adjusted without changing the optical detectors,
and therefore scintillators offer more flexibility. However the spatial
resolution by the scintillator approach is usually worse than hybrid
detectors due to isotropic emission of light from a thick scintillator.
The energy resolution by scintillators is also worse due to the loss of
light due to, for example, refractive index mismatch at the scintillator
boundary.

One trend in semiconductor sensor and ASIC innovation is in gain
control and noise reduction on the pixel scale (∼10 μm), so that single-
photon sensitivity, similar to photomultiplier detectors (PMTs), which
is too bulky to build mega-pixel arrays, can be obtained for millions or
more pixels. Silicon photo-multipliers (SiPMs), single-photon avalanche
diodes (SPADs) [63], monolithic active pixel sensors (MAPS) [64], and
3D photon-to-digital converters (in Section 3.5) are some examples. A
trend in scintillator sensor innovation is material structural engineering
through, e.g. metasurfaces and bulk metastructures, so that light can
emit anisotropically and be collected more efficiently.

Sensors traditionally are regarded as ‘analog’ devices due to their
low detection sensitivity and the need for a large gain. As many detec-
tors now reach single-visible-photon sensitivity at room temperature,
and with very compact (10 μm or smaller footprint per pixel) solid-state
designs, the state-of-the-art radiation detectors are quantum devices
that can readily distinguish individual particles and X-ray photons. It
may be anticipated that photon counting with high energy resolution,
or ‘spectroscopic photon counting’ for ionizing radiation, and quan-
tum detection with imbedded machine learning (ML) algorithms are
forthcoming.
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Table 2
Summary of the main characteristics of the Timepix ASIC family.

Timepix Timepix2 Timepix3 Timepix4

Year 2005 2018 2014 2020
Tech. node (nm) 250 130 130 65
Pixel size (μm) 55 55 55 55
# pixels (x × y) 256 × 256 256 × 256 256 × 256 448 × 512
time bin resolution (ns) 10 10 1.5 0.2
readout Frame-based Frame-based Data-driven Data-driven
architecture (sequential R&W) (sequential or or Frame-based or Frame-based

continuous R/W) (sequential R&W) (sequential or
continuous R/W)

# sides 3 3 3 4
for tiling
3.2. Timepix ASICs

The Timepix4 ASIC [65] has recently been added to the Timepix
family of hybrid pixel detector readout chips [66]. Here we summarize
the latest results on Timepix4 in the context of their predecessors.

Table 2 summarizes the Timepix family of hybrid pixel detector
readout chips. The Timepix chip [67], which was designed on 250-nm
CMOS, became available in 2005 and was the first large area hybrid
pixel detector readout chip which could be programmed at the pixel
level to count photons, measure Time of Arrival (ToA) with respect to
an external shutter or measure Time-over-Threshold (ToT) providing
an indication of the charge deposited per pixel. It was this third mode
of operation which led to the extensive use of Timepix in a multitude
of applications [66]. In particular, the development of a miniaturized
USB readout system [68] with the Pixelman software [69] allowed for
turnkey usage of the device for monitoring of background radiation as
well as numerous scientific applications. Following the formation of
the Advacam company in Prague, the Minipix system became widely
available at a relatively low price and was used extensively in space
and in schools.

Timepix2 (developed in 2018 in a 130 nm CMOS process) is a
replacement for the Timepix device which went out of production as
the 250 nm process was ended by the foundry. Timepix2 [70] addresses
a number of known limitations of Timepix. When very large charges are
deposited within one pixel of Timepix the ToT measurement becomes
non monotonic with the input charge and collapses. This became
known as the ‘volcano effect’ because heavily ionizing particles which
stopped in the sensors would yield ToT profiles over many pixels which,
instead of being mountain shaped, had a characteristic crater shape.
In Timepix2 the monotonicity of the ToT with energy is maintained
until very high input charges and saturates around 300 k𝑒−. Another
limitation in the Timepix chip was related to the shutter control logic.
When the shutter is opened any ToT output which is already high
(coming from a preceding hit) would be recorded as a truncated hit.
Equally the closure of the shutter would result in the truncation of
ToT values for hits which occurred near the end of the shutter. In
Timepix2 hits arriving before the shutter are ignored and hits which
arrive just before the shutter closes are registered with the correct
ToT. Moreover, because Timepix2 uses a much denser technology than
Timepix, it has a total of 48 bits per pixel (instead of 14) and these
can be configured to permit data taking while readout is underway and
permit recording both time and energy simultaneously.

Timepix3 was produced in 2014 and introduced data driven readout
to pixel electronics for the first time [71]. Each time a pixel is hit
a 48-bit packet of information is produced containing the address of
the hit pixel, the ToA information with a precision of 1.6 ns and up
to 10 bits of ToT. A number of circuit innovations were required in
order to make the high precision time tagging possible at a reasonable
power consumption and avoiding the coherent noise which would be
produced by using a conventional clock tree on the large area ASIC. A
super pixel architecture was used, grouping pixels of 2 × 4 pixels in the
column direction. Each super pixel contains one VCO whose oscillation
8

Fig. 4. A 120GeV/c muon track which produces a delta electron reconstructed from the
ToT and ToA information provided by a Timepix3 chip [72]. The colors and diameters
of the points represent the charge detected in that voxel.

frequency (at 640 MHz) is locked to a PLL at the periphery of the chip
with a VCO identical to the one distributed across the pixel matrix.
The VCO in the super pixel starts to oscillate when the discriminator
fires and stops when with the next the rising edge of the 40MHz master
clock. A fast 4-bit counter counts the number of VCO clock ticks. Each
pixel in the super pixel records the fast counter value at the rising edge
of its own discriminator and the fast counter value when the clock edge
rises. This allows for a precision of 1.6 ns in measurement without
the need for a 640 MHz VCO to be running continuously across the
entire chip. The 40 MHz master clock is buffered from super pixel to
super pixel in each double column smoothing out the power supply
bounce at the column level. Moreover, the peripheral electronics can
be programmed to produce up to 16 master clocks delayed by ∼1.6 ns
with respect to each other and these can be applied to different groups
of columns also with the intention of reducing power supply bounce.

The provision of a 1.6 ns timestamp at the pixel level opens many
new applications in high energy physics and beyond. Fig. 4 shows
the reconstruction of a 120 GeV/c pion traversing a 500 μm thick
silicon detector at the CERN SPS [72]. The depth of interaction of
the pion is measured to a precision of ∼28 μm using the precise
ToA information. The pion traverses the sensor while ejecting a delta
electron. The amplitude of the detected charge is indicated by the
color and diameter of the circles. A more unusual example of the on-
pixel time stamping and data-driven readout is the optical readout of a
liquid Argon Time Projection Chamber (TPC) using a Timepix3-based
camera [73]. The timestamp precision required in this application is
much less constrained than the case of the silicon TPC but the big
advantage of this approach is that, by using an optical readout, a
large area (0.5 m × 0.5 m) can be focused on a single ASIC strongly
reducing the number of readout channels. The readout system runs
at room temperature and the hit data comes from the ASIC in one
continuous zero-suppressed stream. Returning to the semiconductor
readout and looking beyond HEP an exciting development is taking
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Table 3
Comparison of the main characteristics of the Timepix3 and Timepix4 ASICs.

Timepix3 (2013) Timepix4 (2019)

Technology 130 nm - 8 metal 65 nm - 10 metal

Pixel Size 55 x 55 μm 55 x 55 μm

Pixel Arrangement 3-side buttable
256 x 256

4-side buttable
512 × 448

Sensitive Area 1.28 cm2 6.94 cm2

Readout Modes

Data driven
(Tracking)

Mode TOT and TOA
Event Packet 48-bit 64-bit
Max rate 0.43 × 106 hits/mm2/s 3.58 × 106 hits/mm2/s
Max Pix rate 1.3 kHz/pixel 10.8 kHz/pixel

Frame based
(Imaging)

Mode PC (10-bit) and iTOT (14-bit) CRW: PC (8 or 16-bit)
Frame Zero-suppressed (with pixel addr) Full Frame (without pixel addr)
Max count rate ∼ 0.82 × 109 hits/mm2/s ∼ 5 × 109 hits/mm2/s

TOT energy resolution <2 keV <1 keV

TOA binning resolution 1.56 ns 195 ps

TOA dynamic range 409.6 μs (14-bits @ 40 MHz) 1.6384 ms (16 bits @ 40 MHz)

Readout bandwidth ≤5.12 Gbps (8x SLVS @ 640 Mbps) ≤163.84 Gbps (16x @ 10.24 Gbps)

Target global minimum threshold <500 e− <500 e−
place in the Czech Republic led by the spin out company, Advacam.
A 2-mm thick CdTe sensor is connected to the Timepix3 and, because
Timepix3 can record multiple hits within the same sensor layer, a
single layer Compton camera becomes feasible [74]. This could lead in
time to the development of a new apparatus for thyroid imaging with
substantially improved spatial resolution and sensitivity compared with
conventional techniques.

In parallel with the development of Timepix3, Through Silicon Via
(TSV) processing was explored as a means by which to reduce the dead
area when covering large areas with pixel detector tiles [75]. In this
work Medipix3 and Timepix3 readout wafers were processed using a
TSV-last process from CEA-LETI, Grenoble, France. IO pads on the pixel
periphery were accessed from the rear side of the chip and a copper
ReDistribution Layer (RDL) was used to bring the IO pads to a matrix
of large pads suited to subsequent Ball Grid Array (BGA) assembly. This
proved the feasibility of reading out pixel chips via TSVs from the rear
side but, to be fully sensitive over a large tiled area, the peripheral
electronics would have to be ‘hidden’ beneath the bump bonding pads
to the sensor. This was the background which led to the development
of the Timepix4 ASIC [65].

Table 3 compares the detailed characteristics of the Timepix3 and
Timepix4 readout ASICs. Apart from the possibility of tiling chips on
4 sides, a number of major improvements have been incorporated. In
particular, hits which are well above threshold can now be tagged to
a bin of 200 ps and the maximum flux in data-driven mode has been
increased by a factor of ∼8. The ASIC itself fills the entire reticle and
has 448 × 512 pixels, divided into 2 matrices of 448 × 256 pixels.
The readout bandwidth has been increased by a factor of ∼30 to cope
with the increased hit rate and larger number of pixels. Once again, a
particular design challenge came with the need for precise time tagging
at the pixel level. Pixels are organized in 2 × 4 super pixels and 64
super pixels form a double column in one matrix. Each pixel contains
a VCO which has a similar behavior to those of Timepix3 oscillating
at 640 MHz when the discriminator fires. The finer time tagging is
achieved by recording the state of the internal inverters which make
up the VCO. The 40 MHz master clock which is propagated up and
down the pixel double columns is delayed by buffers placed every 4
super pixels. A digital delay-locked loop is used to very precisely fix
the delays between the super pixel blocks, ensuring a precise timestamp
reference with minimum power supply bounce.

Another design challenge was associated with the need for a front-
side RDL to connect a regular array of 448 × 512 bump bonding pads
spaced at 55 μm pitch to the two underlying pixel matrices each com-
posed of 224 × 256 with a pitch of 55 μm × 51.2 μm. In the first version
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Fig. 5. Left: histogram showing the number of pixels for a given noise in e- rms.
Right: the geographical distribution of noise across the ASIC. Pixels in regions above
the peripheral and control logic have slightly elevated noise values (∼10 𝑒− rms more)
because of the shielding added to prevent the injection of digital noise.

of the chip the input capacitance was equalized across the entire pixel
matrix. Unfortunately, the shielding of the traces connecting the pixels
at the upper and lower edges of the matrix proved inadequate leading
to a slightly elevated minimum threshold (which is set at roughly
5 times the quadratic sum of noise and threshold variation). In the
subsequent versions of the ASIC (v1 and v2) the shielding above the
peripheral regions was improved leading to marginal increase in noise
for those pixels (∼10 𝑒− rms). Fig. 2 shows the histogram of the noise
measurements for the 3 versions of the chip as well as the geographical
distribution of the noise for v2 (see Fig. 5). .

In conclusion, the Timepix family of hybrid pixel detector readout
chips has proven to be extremely versatile and adaptable to a number of
widely varying applications. Timepix was the original device, using the
same frame-based readout as Medipix2. Timepix2 is the direct successor
to Timepix and maintains the straightforward frame-based readout
approach but brings considerably enhanced functionality including the
option of continuous R/W. Timepix3 introduced data driven readout
as well as time stamping to a bin of 1.6 ns at the pixel level. Finally,
Timepix4 provides on-pixel time stamping at 200 ps while including
an architecture that allows to tile ASICs seamlessly on 4 sides, a first
in the field for large area hybrid pixel detectors.

3.3. Hybrid pixelated array detectors (PADs)

X-ray experiments at synchrotron radiation (SR) sources demand
many type of hard X-ray imaging detectors. For the purposes of cat-
egorization most imaging SR experiments may be crudely divided
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Fig. 6. Conceptual operation timing diagram of the rolling shutter image sensor(a), global shutter image sensor(b), and burst-mode image sensor.
into two groups: Experiments where the path of the incident beam
deviates only very slightly when passing through the sample. Examples
include most radiographies; let us call the detectors used in these cases
‘‘radiographic’’ imagers. Given the small footprint typical of SR beams,
radiographic detectors usually only need small detective areas and,
hence, very small pixels typically of μm-sized dimensions. Examples in-
clude thin scintillator crystals optically coupled to visible light imaging
cameras. In the second category of experiment X-rays scatter from a
sample through a relatively large angle. In these cases, the scattered X-
rays diverge from the footprint of the incident beam SR on the sample;
hence, the experiment can accommodate ‘‘diffraction imagers’’ with
larger pixels by increasing the sample to detector distance.

Some experiments allow use of detectors that digitally count indi-
vidual X-rays (‘‘photon counting imagers’’) while still maintaining a
high detective quantum efficiency (DQE). In other experiments multiple
X-rays arrive at a given pixel at too fast a rate for photon counting
(e.g., at X-ray free electron lasers), thereby demanding the use of
detectors that integrate the X-ray energy per pixel for an exposure
before digitizing the signal (‘‘integrating imagers’’).

The X-ray energy strongly influences detector fabrication if a high
DQE is required. As a practical matter, detectors based on silicon X-
ray sensors may be nearly ideal for X-rays below ∼20 keV but too
transparent for higher energies, thereby requiring high atomic weight
sensors (‘‘hi-Z sensors’’). Some experiments demand acquisition of a
limited number of X-ray images at MHz frame rates (‘‘burst-rate im-
agers’’) while other experiments need ‘‘continuous framing imagers’’.
Yet other experiments deliver images with many orders of magnitude
of X-ray flux/pixel across the image, thereby demanding ‘‘single pho-
ton sensitive, wide dynamic range imagers’’ that do not saturate the
high intensity pixels where X-rays may be arriving at rate greater
than hundreds of MHz, yet provide single X-ray sensitivity in the low
flux areas of the same image. The above distinctions by no means
exhaust the variability of experimental detector requirements, but it
does arguably cover a majority of current SR imaging experiments.
The Cornell Detector Group, now led by Sol Gruner and Julia Thom-
Levy, has for many decades been a leader in developing X-ray imagers
for SR research applications. Recent focus has been on experimental
needs that are still ill-served by most commercially available detectors.
These include burst-rate diffraction imagers framing at >10 MHz rates
based on variations of the Keck-PAD family [48]. Versions now in de-
velopment for use at the Dynamic Compression Sector at the Advanced
Photon Source at ANL will image at SR bunch separations of <77 ns.
These will be equipped with hi-Z sensors (e.g., CdTe) for X-ray energies
>36 keV.

The Cornell Detector Group is also developing a family of single
photon sensitive, wide dynamic range imagers based on the Mixed-
Mode Pixel Array Detector (MM-PAD) approach [52,76]. MM-PADs are
integrating imagers that achieve simultaneous high sensitivity at low
flux and a very wide dynamic range by using a dynamic charge removal
concept: The size of the integrating amplifier feedback capacitor is
set sufficiently small as to achieve excellent single X-ray sensitivity.
As integrated charge pixel approaches saturation on the integrating
amplifier, a fixed bolus of charge is removed from the feedback capac-
itor, thereby partially resetting the amplifier. The number of charge
removals during an exposure are digitally tallied. At the end of the
exposure the integrated charge is computed as the sum of (number of
charge removals) × (charge per removal bolus) + (remaining charge in
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the amplifier). The amount of charge removed per bolus is typically set
as equivalent to that from several hundred X-rays, and the maximum re-
moval rate is 100 MHz. This allows >108 X-rays/pixel/second incident
flux without amplifier saturation. The most current detectors frame
continuously at 10 kHz [52]. Adaptations of the MM-PAD concept
have proven to be very useful in advancing detection for scanning
transmission electron microscopy [77–79].

It is important to recognize that all hi-Z sensors currently in use
are not nearly as ideal as silicon sensors. Available hi-Z sensors tend to
suffer from defects, lag, non-linear response, polarization or practical
matters of availability in appropriate areas and thicknesses. Accord-
ingly, another area of focus of the Cornell Detector Group, in collabo-
ration with colleagues at BNL, ANL, SLAC and MIT-Lincoln Labs, is on
researching hi-Z X-ray sensors for use in hybrid PADs. These include
CdTe, Germanium, CZT, and perovskite sensor materials.

3.4. Ultrafast CMOS cameras

Since the invention of active CMOS image sensors in 1993 [43],
high-speed, ultra-high-speed (UHS) or ultrafast CMOS image sensors
have revolutionized the field of high-speed imaging by taking advan-
tage of advanced CMOS technology and solid-state imaging technol-
ogy [80,81]. In this section, we provide some historical background
and discuss the state-of-the-art of UHS CMOS image sensors, including
the key features and advantages of these sensors, as well as their
implementation and limitations.

The frame rate of typical rolling shutter CMOS image sensors has
remained around a few tens to a few hundred frames per second (fps).
A typical operation timing of a rolling shutter image sensor is shown in
Fig. 6(a), where each row of pixels starts to integrate incident photo-
generated electrons at different times, creating a rolling shutter artifact
when shooting high-speed moving objects [82]. To solve this issue,
global shutter image sensors were proposed by [83], where the whole
frame of pixels starts to integrate electrons at the same time for the
same amount of duration, as shown in Fig. 6(b).

However, as shown in Fig. 6(a) and (b), regardless of the rolling or
global shutter image sensor, the on-chip readout circuits continuously
read pixel information and transmit the digitized data through high-
speed data links to the receiver side. Due to the limited data rates of
transmitters, typically ranging from a few gigabits per second (Gbps)
to a few tens of gigabits per second in modern CMOS technologies,
and the power budget of image sensors, achieving a frame rate of over
tens of millions per second in continuous-mode CMOS image sensors is
challenging. Two of the highest reported frame rate continuous mode
CMOS image sensors are [84,85], which operate at 80 kfps and 7.6 kfps,
respectively.

To overcome the speed bottleneck of readout circuits and data trans-
mitters, Ref. [86] introduced the burst mode image sensor. Fig. 6(c)
shows the conceptual operation trimming of the burst-mode image
sensor, where the entire frame of pixels samples and stores incident
photon information into on-chip memories in voltage or charge do-
mains simultaneously and continuously. Once all on-chip memories
are filled, the readout circuit starts to read out the stored images.
Since the sample and hold phase does not involve ADC conversion
and data transmission, the frame operation duration of the burst-mode
image sensor is most likely determined by the charge transfer speed,
which can be as short as nanoseconds [87]. Therefore, it is feasible to
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Fig. 7. Conceptual structure of voltage domain storage burst-mode image sensor(a) and charge domain storage burst-mode image sensor(b).
achieve a frame rate of over tens of millions per second in burst-mode
operation.

In recent years, several UHS CMOS image sensors have been devel-
oped, which have demonstrated frame rates of up to several hundred
million frames per second (Mfps) in voltage domain storage, as illus-
trated in Fig. 7(a). Some of these sensors can even achieve giga frames
per second (Gfps) in charge domain storage, as shown in Fig. 7(b).

In a study by [87], a 96 × 128 pixel image sensor operating at 10
Mfps based on a 180 nm process was reported. Benefitting from high-
density vertical capacitor technology, this image sensor is capable of
storing 960 frames of the image in the in-pixel capacitor array. Another
study by [88] reported a 32 × 42 pixel image sensor operating at
20 Mfps based on a 130 nm process. By introducing capacitor-based
passive amplifiers, this image sensor can achieve 8.4 𝑒− input-referred
noise. Similarly, Ref. [89] reported a 64 × 64 pixel image sensor oper-
ating at over 20 Mfps based on a standard 180 nm process. With the
aid of a novel charge-sweep transfer gate, this image sensor reported
the lowest input-referred noise, at 5.8𝑒−, by simulation. By optimizing
the in-pixel sample and hold circuit and charge transfer time, Ref. [90]
reported a 50 × 108 pixel image sensor operating over 100 Mfps based
on a customized 180 nm process. Unlike voltage-domain storage, the
charge-domain storage method eliminates the settling requirement of
sample and hold capacitors, making it potentially capable of achieving
a much higher frame rate. For instance, Ref. [91] reported a 64 × 64
pixel CCD-based image sensor that ran at 100 Mfps with a 16-frame
record length, while Ref. [92] introduced multi-collection gates and
reported the possibility of achieving 1 Gfps. Moreover, based on the
multi-collection gates, Ref. [93] simulated the potential of achieving
a 50 fps frame interval, which translates to a frame rate of 20 Gfps.
Typically, the design of a burst mode image sensor consists of three
critical parts: (a) charge transfer, (b) in-pixel readout and (c) frame
memory unit. This section will focus on these three parts.

High-speed Charge transfer It is well-known that electrons can
achieve a higher velocity in a strong electrical field. Therefore, a strong
electrical field needs to be established in the pixel. Eq. (5) provides a
simplified relationship between the maximum electrostatic potential in
a photodiode (𝜓), the elementary charge (𝑞), the doping concentration
of the photodiode (𝑁𝐷), the doping concentration of the substrate (𝑁𝐴),
and the photodiode half width (𝑋𝑛),

𝜓max ∼
𝑞𝑁𝐷𝑋2

𝑛
2𝜖0𝜖𝑟

(1 +
𝑁𝐷
𝑁𝐴

), (5)

with 𝜖0 = 8.85 × 10−12 F/m being the vacuum permittivity, and 𝜖𝑟 the
relative permittivity.

To create an electrical field that enables smooth and fast charge
transfer, the maximum electrostatic potential in the photodiode needs
to increase as it approaches the transfer gate. Fig. 8 shows that Ref. [89,
94] were able to create a lateral electrical field from the tip of fingers to
11
Fig. 8. The layout of the high-speed pixel from Ref. [94] (left) and high-speed charge-
sweep pixel from Ref. [89] (right).

Fig. 9. Conceptual layout of the high-speed pixel from Ref. [95] (a) and its electrostatic
potential diagram (b).

the center of the pixel by varying the photodiode depletion width (𝑋𝑛).
Additionally, Ref. [95] used comb-shaped marks and three different
implantation energies for photodiode dopants to create an inversed-
pyramid shape electrostatic potential, as shown in Fig. 9, which can
quickly transfer electrons from the backside of the substrate to the TX
gate. To create a strong electrical field pointing to the TX gate, Ref. [90]
combined multi-step doping techniques with varying depletion widths,
as illustrated in Fig. 10, where the n-dopant concentration increases as
𝑛1 < 𝑛2 < 𝑛3.

In-pixel Readout To implement voltage domain storage in ultra-
high-speed image sensors, an in-pixel readout circuit that acts as a
correlated-double-sampling (CDS) circuit is widely used. This circuit
buffers the voltage difference between the pixel reset voltage and the
pixel signal voltage to a capacitor. Fig. 11 illustrates two major ways to
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Fig. 10. Conceptual layout of the high-speed pixel from Ref. [90].

Fig. 11. Two major implementations of the in-pixel readout circuit.

implement this circuit. In Fig. 11(a), 𝐶𝑆𝐻 acts as a decoupling capacitor
connected to the output of the first pixel SF output, which does not
introduce additional voltage attenuation to the pixel SF output swing.
However, from the Rst2 switch’s point of view, it will only see the 𝐶𝐶𝐷𝑆
capacitor. Therefore, the thermal noise introduced by the Rst2 switch
is

√

𝑘𝑇 ∕𝐶𝐶𝐷𝑆 .
On the other hand, in Fig. 11(b), 𝐶𝑆𝐻 is connected to the input

of the second pixel SF input. 𝐶𝐶𝐷𝑆 and 𝐶𝑆𝐻 form a capacitor voltage
divider and attenuate the 1st stage pixel SF output swing, which may
increase the total input referred noise. However, from the Rst2 switch’s
point of view, it will see the shunt connection of CCDS and CSH, and
the thermal noise introduced is reduced to

√

𝐾𝑡∕(𝐶𝐶𝐷𝑆 + 𝐶𝑆𝐻 ). Both of
these circuits are reported in designs based on the image sensor noise
budget and frame rate requirement.

Frame Memory Unit Capacitors are the most popular option for
implementing frame memory in voltage-domain-storage burst-mode
image sensors. In modern CMOS processes, capacitors are typically
implemented as metal–insulator–metal (MIM) capacitors, metal-oxide-
metal (MOM) capacitors, and poly-gate capacitors. Typically, in the
same process, CPoly exhibits higher capacitance per unit area than
CMOM and CMIM. A report by Ref. [88] states that a 10 fF per unit
poly-gate capacitor is used in the design. To reduce the CMOS switch
PN junction leakage and increase the unit cell capacitance, Ref. [89] in-
troduced a combination of a 1.8 V low-voltage poly gate capacitor and
a hand-layout MOM capacitor. Furthermore, Ref. [90] has developed
a novel vertical high-density poly capacitor that achieved 50 fF per
unit cell in a 1.4 μm × 2 μm area, resulting in a fourfold improvement
in capacitance density compared to typical poly gate capacitors, as
illustrated in Fig. 12.

In charge domain storage, the charge-coupled device (CCD) is the
dominant technology for frame memory design. As shown in Fig. 13,
Ref. [95] reported the implementation of 1220 in-pixel frame mem-
ory units based on CCD. However, CCD cells typically suffer from
high operation voltage and large power dissipation. As mentioned by
Ref. [96], another way to implement charge domain storage is by using
the floating diffusion node as a frame memory, as FD1 FD4 shown in
Fig. 14. However, the frame recording length is typically limited to a
few frames due to physical implementation limitations.

3.5. 3D photon-to-digital converters

Many scintillation detectors show very fast response to various types
of radiation (X-rays, gamma-rays, particles, etc.) via scintillation light
12
Fig. 12. High capacitance density vertical capacitor and its cross-section reported in
Ref. [90].

Fig. 13. Layout of the CCD memories in pixel reported in Ref. [95].

Fig. 14. Schematic of pixel based on FD storage reported in Ref. [96].

with wavelengths that span from visible light to ultraviolet. Such re-
sponses are as fast as sub-ns; thus, these scintillators offer the potential
for very fast timing. The scintillation light emitted upon incidence of a
radiation event is typically read out with photodetectors that transduce
the emitted light into electrical signals. The first popular photodetectors
were the ubiquitous photomultipliers (PMTs). These devices offered
great reliability and excellent timing. More recently, silicon photomul-
tipliers (SiPMs) made their way into instrumentation designs with the
intent of replacing PMTs [97,98]. Their attractiveness stems from hav-
ing good photodetection efficiency (PDE), being immune to magnetic
fields, requiring lower bias voltage, and being physically lighter and
less bulky because they are made from silicon. Over the course of the
last ten years, however, SiPMs have shown limitations intrinsic to their
design that make their use less straightforward than originally assumed.
In particular, their dark current is relatively high because it corresponds
to first approximation to the leakage of a reverse-biased semiconductor
junction; they exhibit spurious responses that are correlated to the
presence of a preceding event (this is known as after pulsing); their fill-
factor (the amount of active surface covered by the detector versus the
actual size of the device) is lower than PMTs, although their PDE can
make up for it. Another characteristic that makes SiPMs less than ideal
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is their intrinsically high capacitance. A high capacitance detector of-
fers, in general, challenges in designing precise instrumentation. These
challenges originate from the fact that high capacitance has the effect
of distorting signals, increasing electronic noise (especially for large
areas), and requiring more power in the readout electronics. Another
noticeable effect introduced by capacitance can be found in the SiPM
output signal. While in PMTs, the output signal is somewhat close to
reproducing the light flash, in SiPMs their capacitance has the effect
of producing a tail with a decay of the order of tens to hundred ns in
their response. The tail is due to the recharge mechanism of the device
which is limited by the internal architecture. Also, when read out by a
current amplifier, the capacitance has the undesired effect of limiting
the rise time.

Silicon photomultipliers achieve their goal of detecting scintillation
photons by using arrays of single-photon avalanche diodes (SPADs). In
the device, each SPAD is biased slightly above its breakdown voltage;
thus, when a photon interacts within it, the SPAD enters the avalanche
region and produces an amount of charge which is limited from being
destructive by a series resistor (known as quenching resistor). All SPADs
have a common terminal, or node, so that if multiple SPADs avalanche,
their individual charge is summed into the output node. Since each
SPAD responds to scintillation light with the same amount of charge,
the sum charge at the output node is proportional to the number of
detected photons which is, in turn, proportional to the energy deposited
in the scintillator. This process certainly works but is also the origin
of some of the SiPM’s limitations. In particular, the capacitance of
each SPAD is set by its geometric characteristics at depletion, and
these capacitors are connected in parallel. Since in a standard device,
thousands of SPADs are connected to form the SiPM, the SPAD array
capacitance can reach values between 30 and 90 pF/mm2. Common
SiPM capacitances range from a few hundred pF to a few nF in the
sizes of interest. Since this is an intrinsic property of the devices, there
are no practical mitigations.

In recent years, a different paradigm for reading out the charge
produced by the SPAD array has been envisioned by a few research
groups around the world. About a decade after the birth of the SiPM by
Saveliev and Golovin [99], Haemisch et al. [100] came up with a differ-
ent concept for implementing SPAD quenching that would eventually
change the way SiPMs work. In the new work an important observation
was made: the true nature of the information generated by the SPAD
array is binary. In fact, even in conventional SiPMs, a SPAD either
avalanches or it does not. It is the knowledge of how many elements
avalanched that contains information on the incident radiation, hence
the knowledge of the total charge produced is superfluous. Haemisch
and his colleagues envisioned a technique for resetting the SPADs
that relies on active switches (CMOS transistors). The reset transistors
restore charge in the SPAD with high speed and produce at the same
time a fast signal. From such signal it can be inferred that a given
SPAD fired; additionally, fast timing (of the order of tens of ps) can
be extracted from the same signal. The reset signals are digital, thus,
a sum of the number of avalanching SPADs can be easily derived by
means of simple digital counting circuitry. These devices have become
known as ‘‘digital’’ SiPMs (dSiPMs) or, more appropriately, as photon-
to-digital converters (PDC). A simplified explanation of the difference
between SiPMs and PDCs is shown in Fig. 15.

The advantages offered by PDCs are: (a) The SPAD becomes effec-
tively a digital device, thus, there is no need for analog processing
at all. (b) The digital nature of the readout is such that the device
capacitance is simply irrelevant. (c) There is no need to ‘‘match’’
device amplitude response across devices because there is no such thing
as amplitude measurements. (d) Excellent timing characteristics are
achievable starting from the single photoelectron and up. (e) Dark-
count behavior is improved by the possibility of turning off particularly
noisy SPADs. (f) Afterpulsing phenomena can be mitigated because the
presence of a pulse is known with high precision and can be used to
veto afterpulse events.
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Fig. 15. Conceptual difference between a SiPM and a PDC. PDCs are intrinsically
digital devices and avoid the need for expensive analog processing and digital
conversion.

Fig. 16. Conceptual cross-section of a PDC. The top tier is made by using a dedicated
optoelectronic process. The bottom tier has all the digital electronics needed to read
out each SPAD.

Early efforts in developing these devices resulted in their availability
in some commercial medical imaging instruments. However, early
developments suffered from the constraint of having to integrate the
digital CMOS quenching and readout circuits into the same substrate
as the SPAD array, resulting in low fill-factors. SPAD performance is,
in principle, also affected due to the need to integrate the SPAD devices
using a process meant for CMOS devices rather than detectors.

Recent efforts by Pratte et al. at Sherbrooke University [101], and
later by Torilla et al. at INFN, Italy [102], address the above limitations.
The work by Torilla et al. aims at improving PDC technology by using
modern digital techniques in the readout. The work by Pratte et al.
has seen more development and has already produced functioning PDC
devices. At present, they are evolving the state-of-the-art by moving
the integration of the devices in the vertical direction. In this im-
plementation, the SPAD array is implemented in a dedicated process
designed to optimize performance of the photon detector itself. The
CMOS readout is developed independently on a different substrate,
using CMOS-specific processes and technologies. The wafers are then
processed according to a specific recipe and the layers are vertically
integrated using specially developed 3D integration methods similar
to those currently used in state-of-the-art interconnection techniques
by the semiconductor industry at-large. Such development is bound
to greatly improve the PDC fill factor and to allow tiling of many
PDC devices into large to very large areas (up to square meters)
while maintaining excellent timing (below 100 ps FWHM for single
photoelectrons), low power consumption, and high PDE. Some of the
demonstrated performance is discussed further in [101]. Currently,
each PDC consists of a 5 × 5 mm SPAD array and readout electronics
such as the device shown in cross-section in Fig. 16.

It should be noted that an additional circuit to manage each PDC
and to communicate with the external world is required. Such a de-
vice, known as a ‘‘tile controller’’ is also a fully digital circuit. A full
conceptual tile is shown in Fig. 17.
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Fig. 17. PDC tile concept. A tile controller manages currently up to 64 PDC chips.
Note that wire bonds are in the process of being phased out in favor of through-silicon
vias to improve fill-factor.

Having fully demonstrated the technique’s applicability in fast neu-
tron radiography, the effort is now focused on the production of PDCs
using 3D integration techniques. These devices will be the basic build-
ing block for light readout instrumentation. A broader effort is planned
for the near future where the 3D device design can be tailored to
specific applications spaces where certain characteristics are more de-
sired than others. For example, some application will require the fastest
achievable timing but will not need exceedingly precise amplitude
measurements or the lowest achievable power. Other applications will
require different wavelengths than currently explored, etc. Families of
devices can be constructed given the intrinsic modularity and simplicity
of PDCs, making them a very desirable scintillation light detector for a
wide variety of scientific and commercial applications.

3.6. Beyond silicon sensors and CMOS integration

It has been predicted that the theoretical limit in temporal resolu-
tion for 550 nm light is 11.1 ps in silicon [93]. Silicon (Si) sensors
have some known limitations in U-RadIT applications. For example,
relatively small atomic number (low-Z) of Si makes Si detectors less
ideal for high-energy (>40 keV) ultrafast X-ray applications, since very
thick Si or equivalently thousands of sensor layers may be needed for
high detection efficiency [103]. The electron and hole drift speed in
the photodiode, a critical factor in charge transport and collection, are
intrinsic material properties of Si. Radiation hardness of silicon may
limit the silicon detector lifetime in a high-repetition-rate and high
luminosity settings of XFELs and synchrotrons.

Based on the recent studies from the ATTRACT-ERDIT initiative,
fast-timing-based U-RadIT require spatial resolution of 10 μm and
temporal resolution of 10 ps. Another requirement is to cover large
detection areas [104]. Fast and low-cost scintillators are widely used.
Metamaterials, graphene and 2D materials are also being pursued by
various groups. Metamaterials define a family of compounds which
are a combination of repeating patterns of plastic, metals and crystals
at scales that are smaller than the wavelengths of the phenomena
they influence. Meta-surfaces are mainly divided into resonance and
waveguide but can be further classified into several classes depending
on their operational wavelengths and application design. Resonance
meta-surfaces are classified into plasmonic and Mie resonance-based on
the all-dielectric types. Their precise shape, geometry, size, orientation,
and arrangement give them their smart properties capable of manip-
ulating electromagnetic waves by blocking, absorbing, enhancing, or
bending waves, to achieve benefits that go beyond what is possible with
conventional materials. The application of metamaterials for radiation
sensing is at the emerging stage. An application which is already
commercially available is the use of metalenses in combination with
silicon photomultipliers’ arrays proposed by Hamamatsu, to improve
their performance [105]. Their presence allows focusing the light gen-
erated by scintillators to the central section of the SPADS allowing an
increase of fill factor from 50% to 82% by using circular transmission
nanopillars made of Hafnium Oxide (HfO2) on a 300 μm thick glass
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substrate to minimize absorption in the Near UV. The interest in using
such configuration is because circular transmission nanopillar varies
the locally effective index by changing the diameter of the meta-surface
and does not depend on incident polarization.

After the work on graphene which awarded the Nobel prize to Geim
and Novoselov in 2010, a lot of work have been dedicated on so called
2D materials, or monolayers of elements with exceptional properties.
One of the work lines have been the combination by layering of such
materials to create new 3D materials with exceptional properties useful
for macroscopic applications. One of the most interesting advancements
for detectors and electronics was the creation of semiconducting multi-
layers with large enough bandgaps and sufficiently large areas to be
used at room temperature. Hexagonal Boron Nitride (hBN) is one of the
most promising candidates combining ‘‘2D materials beyond graphene’’
with a bandgap of 5 eV [106]. There are several strategies to assemble
2D materials into integrated functional nanostructures. An example is
given for optoelectronics applications, where two graphene layers are
separated by several layers of boron-nitride, which serve as a tunneling
barrier. A built-in electric field, created by the proximity of one of
the graphene layers to a monolayer of MoS2 (molybdenum di-sulfite),
separates the electron–hole pair, which is created by an incoming
particle [107,108]. Another interesting application of graphene was
proposed where the property of graphene to exhibit a sharp change in
resistance as a function of applied field, near the charge neutrality point
(‘‘Dirac point’’) is used. The authors proved the principle using different
substrates (Si, SiC, GaAs) with a layer of graphene deposited on its top
surface and connected electrically to the substrate’s electrical circuit.
They proved that the variation of electric field produced by the release
of energy from an impinging particle in the diode would produce
the sharp change in resistance in graphene and therefore generate a
signal [109]. The response of a layer of graphene deposited on 20 nm
of SiO2 as a photodetector was also investigated with a 1.55 nm laser
beam. The intrinsic response time of the generated photocurrent was
∼2.1 ps using a second order interference generated using a second
laser [110].

Non-scintillator materials such as bismuth silicon oxide (BSO) and
cadmium telluride (CdTe) have recent been reported for fast timing
applications [111]. The complex refractive indices of these materials
can changed on the order of femtoseconds when exposed to ionizing ra-
diation, as revealed by the LCLS measurements. In addition to materials
research and discovery, other enabling elements include additive man-
ufacturing, better known as 3-D printing, micro- and nanofabrication
and novel integration and packaging methods.

3D printing is an emerging strategy in the fabrication of particle de-
tections systems. There are three fundamental printing methodologies
used depending on the material being used. Fused Deposition Modelling
(FDM), a good option for open space devices, involves the extrusion
by heating of solid thermoplastic filaments, usually polylactic acid
(PLA) or acrylonitrile butadiene styrene (ABS). Composite materials are
also available [112]. Vat polymerization Stereolithography (SLA) and
Digital Light Processing (DLP) enable fabrication of both open or closed
devices and employ UV-curable epoxy or acrylic-based resins. The
liquid resins are layer-by-layer photopolymerized on a movable solid
platform by a scanning laser or a fixed UV-light source for SLA ad DLP,
respectively [113]. Photopolymer inkjet printing (PIP, often referred
to as PolyJet or Multi&ProJet work well for both open and closed
geometries and use SLA/DLP photocurable liquid resins, but with the
option of one-step multi-material printing [114]. The CERN based
‘‘3D printed Detectors’’ (3DET) collaboration was formed in 2019 with
the goal of investigating and developing additive manufacturing as a
new production technique for future organic scintillator-based particle
detectors. Natural applications for such production in big scintillating
detectors with complex geometries, for example future neutrino detec-
tors, calorimeters, or neutron detectors. Preliminary results of produced
scintillators are showing attenuation lengths of about 20 cm, and the

possible simultaneous fabrication of reflective coatings used to enhance
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the light output [115]. Plastic scintillators were also used for gamma-
ray detection at 477 keV. This energy is particularly interesting since
it is close to the 511 keV energy of the gamma ray emitted during
positron emission tomography. The results presented in [116] show a
light output of 67% and a transmittance of 74% when relative to a
commercial BC408 scintillator. Other measured parameters include an
average decay time constant of 15.6 ns, an intrinsic energy resolution
of 13.2 keV at 477 keV and intrinsic detection efficiency of 6.81% at
477 keV. Another material used successfully as an additive detector
is perovskite. It was reported that the growth of perovskite onto a
graphene substrate created an ultrasensitive X-ray detector. The results
reported in [117] show that detection was possible at dose rates below
1 μGy/s with photocurrent responses as a function of time at 100 mV
bias voltage. The key for this extraordinarily high sensitivity was due
to the combination of 600 μms walls of aerosol jet printed perovskite

ethylammonium lead iodide (MAPbI3) on graphene. 3D printed was
lso attempted for silicon sensors. In [118] the authors report successful
esults in printing micro and nano silicon structures without the need
f a cleanroom. In this case the layer-by-layer fabrication was based
n alternating steps of chemical vapor deposition of silicon and local
mplantation of gallium ions by focused ion beam (FIB) writing. In a
inal step, the defined 3D structures were formed by etching the silicon
n potassium hydroxide (KOH), in which the local ion implantation
rovides the etching selectivity. The method was finally demonstrated
y fabricating 3D structures made of two and three silicon layers,
ncluding suspended beams that were 40 nm thick, 500 nm wide,
nd 4 μm long, and patterned lines 33 nm wide. 3D printed complex
norganic polycrystalline scintillators based on Yttrium Aluminum Gar-
et doped with Cerium (YAG:Ce) was also successful following data
resented in [119]. A green glowing body was printed using a stereo-
hotolithography approach from co-precipitated powders which were
hen sintered at 1600 ◦C in air to afford translucent ceramics. The paper
eports that the scintillation light yield using 5.5 MeV 𝛼-particle excita-
ion was more than 60% higher than that of the reference YAG:Ce single
rystal. This was possible due to the higher scintillation light yield due
o high activator (Ce) concentration possible during the preparation of
he YAG:Ce powder prior to 3D printing and which is impossible in
onocrystalline YAG-Ce, the concentration being only 0.1–0.5%. High

esolution 3D printing is also opening interesting venues in electron-
cs fabrication. The authors of [120] obtained electronic materials in
onductors, semiconductors, and insulators, in 3D printing methods by
sing ink-jet printing, direct writing and photocuring and in 3D printing
f device components with interconnects, batteries, antennas and sen-
ors being covered. A particularly interesting and timely methodology
s the one used in liquid-metal-based flexible and stretchable electronics
ith potential applications in, multilayer circuits, soft sensors, and
ressing-on switch.

Microfabrication Microfabricated 3D sensors, where electrodes pen-
trate the silicon bulk due to cylindrical holes, started a new field
n fast and radiation hard silicon at the beginning of the years 2000
ith applications in high energy physics [121] and were used in the

onstruction of the Insertable B-Layer in ATLAS [122]. Many recent
evelopments include unprecedented radiation tolerance in the 1017

eutron equivalent per square cm [123] and 11ps time response using
rench electrodes [124]. Microfabrication technology is also used in
any other applications beside radiation detection. Micro channels

or thermal management or for microfluidic testing in biology are
mong few examples. Thermal management in very dense electronics
nterconnects also used microfabricated vias in the attempt to reducing
oltage loss and excess heat by moving the power delivery network on
he wafer’s back side in electronics packaging [125]. Nanofabrication is
lso playing a key role in reducing the dimensions in fin-fet transistors
nd nano-electro-mechanical switches [126].

Integration. The ultimate speed, however, was reached in data pro-
essing using wafer interconnectivity for the generation of superfast
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chips where cores are not separated after processing and are intercon-
nected at wafer level. The so called ‘‘silicon interconnect fabric’’ allow
bare chips also known as ‘‘chiplets’’ or ‘‘dielets’’ interconnections faster
at larger dimensions by using Silicon wafers as support rather than
PCB-SoC System on Chip [127]. The Cerebra AI supercomputer is an
example of such innovative methodology. The dimension of the wafer
is of 46,255 square millimeters with 1.2 trillion transistors, 400,000
processor cores, 18 GB of SRAM, interconnects capable of moving 1017

bits per second making this chip more than 104 times faster than a
GPU. AI neural networks that previously took months to train can now
train in minutes. As a comparison, the Joule Supercomputer costs tens
of millions of dollars to build, with 84,000 CPU cores spread over
dozens of racks, and it consumes 450 kilowatts of power. The Cerebra
computer is 200 times faster, costs several million dollars and uses 20
kilowatts of power [128].

4. Methods and U-RadIT modalities

Here we emphasize ‘lens-less’ modalities in U-RadIT since (a.) For
X-ray energies above 20 keV (wavelength 0.062 nm), focusing lens
is technically difficult to fabricate; (b.) Use of lenses always intro-
duces image blur and aberration that are hard to correct in data
analysis; and (c.) Data methods such as computational imaging po-
tentially allow ‘refocusing’ after the image data have been collected,
or ‘digital refocusing’ [129]. We first discuss different forms of dy-
namic X-ray phase contrast imaging (X-PCI) in Section 4.1, followed
by X-ray dynamic diffractive imaging, Section 4.2, and move con-
trast imaging, Section 4.3. Other possible novel methods may include
the use of collimators, coded apertures, hard X-ray beam splitting
through Laue diffraction [130], kinoforms, ultrafast (300 ps) photonic
micro-systems to manipulate hard X-rays [131], incoherent diffraction
imaging at high photon energies [132], and three-dimensional X-ray
micro-velocimetry [133]. For charged particle and neutron modalities,
we highlight the recent advances in solid-state (primarily silicon) ultra-
fast detectors that enabled 4D charged particle tracking, Section 4.4,
as an alternative to focusing (magnetic, for example) lenses and flux
integration detectors [134].

4.1. Dynamic X-ray phase contrast imaging

X-ray phase contrast imaging (XPCI) replies on X-ray attenuation
and phase modulation by an object to form image contrast. A growing
number of XPCI modalities has been reported as shown in Fig. 18.
XPCI is highly sensitive to biological soft tissues and organic chemicals,
which generate low contrast by X-ray absorption methods [135]. X-ray
phase information cannot be measured directly; however, X-ray phase
can manifest as intensity variations due to interferences at the imaging
detector location. The synchrotron and XFEL sources allow ultrafast or
dynamic XPCI with very high spatial and temporal resolution that are
hard to obtain with compact laboratory sources [136], with a possi-
ble exception of compact high-power laser-driven sources [137,138],
which will continue to get brighter with higher laser power.

X-ray wavefront modulation by an object is described by the photon-
energy-dependent complex refractive index at position r, 𝑛(𝜈, 𝐫) = 1 −
𝛿(𝜈, 𝐫) − 𝑖𝛽(𝜈, 𝐫), with 𝐸 = ℎ𝜈 being the X-ray photon energy, and real
numbers 𝛿(𝜈, 𝐫), 𝛽(𝜈, 𝐫)≪ 1. XPCI is therefore sensitive to both the real
phase shift) and imaginary (absorption) part of the complex refractive
ndex. One of the requirements of XPCI is partial spatial coherence,
hich is readily met by synchrotrons and XFELs. Otherwise, the use
f gratings, coded-apertures, or speckle patterns can also modulate the
avefronts and produce phase contrast. Here we highlight several XPCI

onfigurations and quantitative image analysis methods actively utilized
or studying dynamic events: (a.) grating-based interferometric XPCI;
b.) speckle-based XPCI, and (c.) propagation-based XPCI. Other state-
f-the-art XPCI modalities are coded-aperture imaging [139], ghost
maging [140] and time-resolved XPCI microscopy [141].



Nuclear Inst. and Methods in Physics Research, A 1057 (2023) 168690Z. Wang et al.
Fig. 18. Evolution of XPCI modalities enabled by the advances in X-ray sources. Three popular modalities of XPCI: (a.) Grating-based interferometric method; (b.) Speckle-based
XPCI; and (c.) propagation-based XPCI are highlighted in the upper left corner.
Grating-based interferometric methods exploit the Talbot effect and
employ one or more gratings to visualize differential phase gradients.
In the three-grating geometry [142,143], Fig. 18, the source grating
converts an incoherent X-ray source into an array of coherent X-ray
beams before the second grating (beam-splitter) transforms the X-ray
beam into a Talbot pattern. The Talbot pattern recurs periodically
along the X-ray beam path due to Fresnel propagation. A detector
records the Talbot pattern downstream. Inserting an object in the X-
ray path distorts the Talbot pattern that can then be measured to
retrieve the object phase. However, detectors often cannot resolve the
distortion and thus the third grating (analyzer) is positioned in front
of the detector to create a Moiré pattern. The detector can resolve the
Moiré pattern but requires phase stepping, where multiple images are
acquired, to recover the object phase. This makes dynamic imaging
challenging.

Valdivia et al. [144] developed a method combining deflectom-
etry with interferometry so that only a single image is needed to
recover the phase, attenuation and dark field image of the object.
Grating-based method is also being utilized at synchrotrons and XFELs
for wavefront sensing [145–147]. Since these X-ray sources are suffi-
ciently coherent and brilliant, only a single grid is needed to create
the Talbot pattern. Use of interferometry for imaging samples has
not yet become widespread mainly because of phase wrapping. Ob-
jects possessing jumps in mass density (e.g., shock waves) and shape
(e.g., microcracks) produce phase gradients larger than 2𝜋 per detector
pixel. Work is ongoing to address this limitation through a number
of avenues including: (a) developing higher resolution detectors along
with fabricating small pitch grids [148], and (b) incorporating itera-
tive and/or machine learning into the phase reconstruction process to
unwrap the phase [149,150].

Speckle-based XPCI uses a single random mask, such as a paper,
to modulate the X-ray wavefront from a synchrotron or a labora-
tory X-ray source [151,152]. A speckled pattern is created at the
detector plane, and the pattern is distorted when an object is in-
serted. Speckle-based XPCI operates within the near-field regime where
sample-induced phase gradients diffeomorphically displaces the speckle
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pattern. The existing iterative and other methods such as neural net-
works for image analysis and phase retrieval can be time consum-
ing [152]. Furthermore, current reconstruction methods assume that
the second or higher order derivatives of the object phase are zero,
which restrict speckle-based XPCI to studying slowly varying objects.
Wang et al. [153] addressed this restriction by recording an additional
image of the sample without the random mask, but this may still not
be usable for single-shot dynamic studies. Iterative and neural network
methods are actively being pursued to ameliorate this limitation [152,
154]

Propagation-based XPCI (PB-XPCI) has been by the far most popu-
lar XPCI modality for studying dynamic events due to its simplicity.
It requires only a spatially coherent source behind the sample and
uses free-space wave propagation to convert the sample phase into
intensity modulations. Aside from its simple setup, PB-XPCI images
directly represents the object with the addition of edge enhancements
that allows direct interpretation possible without needing the images
to be reconstructed. On the other hand, interferometry and speckle-
based XPCI images requires phase retrieval to separate the speckle or
grating pattern from the object before the images can be interpreted.
As a result, PB-XPCI has been deployed in preclinical [155], materials
science [156–159], fuel injection [160,161], fusion energy [162–165],
and shock physics [166–168].

4.2. Dynamic diffractive imaging

X-ray topography based on Bragg diffraction (reflection geometry)
and Laue diffraction (transmission geometry) are widely used in syn-
chrotrons to study crystal defects such as dislocations, stacking faults,
inclusions, and surface damage [169,170]. X-ray topography using
laboratory X-ray sources for in situ studies of materials dates to the
1960s [171]. Synchrotron sources and indirect detection schemes using
optical cameras viewing a scintillator crystal enabled time-resolved
or dynamic X-ray topography [172–174]. In time-resolved imaging
both the exposure time and the frame rate are important. Exposure
time (together with the effective pixel size of the detector) places an
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upper limit on the speed of features that can be observed without
unacceptable motion blur. Frame rate sets a limit on the duration
of events for which the velocity can be accurately measured. If the
duration of an event is shorter than the time between two frames,
then the velocity calculated from two successive images will be the
mean velocity over the frame time and is thus a lower bound on the
instantaneous velocity of the event.

An example of these considerations is the observation by Rack and
coworkers of crack propagation in silicon due to thermal strains [175].
Their images were formed using X-rays from single electron bunches
from the synchrotron with a duration of around 100 ps and an effective
pixel size of 62 μm, so motion blur would only be expected to be a
problem at speeds around 62 μm∕100 ps ≃ 6 × 105 ms−1, comfortably
below the expected speeds of around 3 × 103 ms−1[176]. On the other
hand, with a frame time of 28 μs the fastest speed they could mea-
sure was around 62 μm∕28 μs ≃ 2m s−1, although they could show
that the motion was intermittent. Indeed, in subsequent work crack
propagation at speeds of up to 2.5×103 ms−1 was observed with single-
bunch diffractive imaging at frame rates of ∼ 1MHz [177]. Similar
considerations will apply to imaging of dynamic phenomena such as
propagation of cracks, shock waves, and phase transformation fronts at
speeds of 103 ms−1 to 104 ms−1 (or higher). It is worth noting, however,
that because the features observed in X-ray topography can be rather
diffuse, motion blur may not be as important here as it is in radiography
or phase contrast imaging.

X-ray topography offers some intriguing possibilities for imaging
of dynamic phenomena in crystalline solids. First, because topography
is sensitive to lattice strains around defects, it could be invaluable
in situations where the defect itself is invisible to, or cannot be re-
solved by, radiography or phase-contrast imaging. Second, it may be
possible to obtain information from several diffracted beams simulta-
neously, providing new insights into phenomena such as the dynamics
of crack propagation. By providing multiple points of view of the
phenomenon of interest, diffractive imaging with several beams simul-
taneously could, perhaps, provide a kind of back-door approach to
determining the 3D structure of rapidly-evolving features. A first step
along these lines is in the experiments mentioned above on fracture of
silicon, in which both topographic images and in-line phase-contrast
images were recorded simultaneously [175].

Dark-field X-ray microscopy One limitation of X-ray topography is
that the spatial resolution of the measurement is determined by the
effective pixel size of the detector system (accounting for magnification
by objective lenses and geometrical projection effects). For single-
bunch radiography and phase-contrast imaging this is about 2 μm to
3 μm [178], but for diffractive imaging performed to date it has typi-
cally been somewhat larger (150 μm to 300 μm [177]), presumably due
to the lower intensity of diffracted beams compared to the direct beam.

One way to overcome this is to place an objective lens in the
diffracted beam, leading to the technique known as dark-field X-ray
microscopy (DFXM) (Fig. 19) [179,180]. Besides magnification, DXFM
allows isolation of an image from a single grain embedded in a poly-
crystalline solid and imaging of specific components of strain. For
example, Laanait and coworkers achieved spatial resolution of ∼ 70 nm
and temporal resolution of a few tens of milliseconds in their study of
ferroelectric response of thin films [181], while Bucsek and coworkers
used DFXM to study thermally-induced martensite formation in a single
buried grain in a Ni-Ti polycrystalline specimen with similar spatial and
temporal resolution [182].

As an example the use of DFXM to study dynamic processes,
Dresselhaus-Marais and coworkers imaged the evolution of disloca-
tion structures in a buried aluminum grain as the temperature was
increased towards the melting point. They achieved ∼ 300 nm spatial
resolution, integration time of 100ms, and frame time of 250ms [183].
One limitation of DFXM is that the relatively low efficiency of the
objective lens, coupled with the use of narrow-bandpass monochro-
matic X-rays, limits the opportunity for time-resolved studies using
17
Fig. 19. In dark-field X-ray microscopy an objective is placed in the diffracted beam
to provide a magnified view of a crystal grain.
Source: Adapted from Ref. [180]

synchrotron sources. The recent development of multilayer Laue lenses
as objectives (replacing compound refractive lenses) has improved this
situation [184], and continued advances in X-ray sources and detectors
will make possible experiments with better temporal resolution. For
example, recent simulations [185] suggest that it should be possible
to image strain wave propagation in diamond using an XFEL as the
source, and proof-of-concept experiments have demonstrated DFXM
image formation with single XFEL pulses [186].

CDI Fraunhofer or far-field diffraction of coherent X-rays (and
electrons and neutrons) leads to coherent diffraction imaging (CDI),
corresponding to a small Fresnel number,

 ≡ 𝑎2

𝑧𝜆
≪ 1, (6)

where 𝜆 is the wavelength of the particle/photon, 𝑎 is the characteristic
interaction length that can change the direction of particle/photon
propagation, and 𝑧 the distance between the location of interaction
and the detector. For electrons, the interaction length is very small
due to Coulomb force, and therefore electron diffraction pattern in an
electron microscope can be measured at a relatively short distance.
The diffraction distance 𝑧 > 100 m may be necessary for high-energy
photons 𝐸 > 20 keV, assuming 𝑎 = 100 μm.

One or more oversampled diffraction patterns from an object of
interest are recorded in CDI and the real-space structure determined
by Fourier transformation. This requires of both the amplitude and
phase of the diffracted X-rays. The amplitude can be calculated directly
from the measured intensity, while the phase is recovered separately by
means of an iterative algorithm [187–189]. This gives CDI the ability
to reveal the 3D structure of individual objects with sub-nanometer
resolution [189].

There are several variations of CDI, but for dynamic studies the most
relevant is plane-wave CDI which requires only a single X-ray diffrac-
tion pattern to recover a 2D projected image. For dynamic studies,
Chapman and coworkers provided proof-of-concept demonstrations of
image formation using single XFEL pulses, including synchronization
with pulses from a pump laser for time-resolved studies [190,191].
The extreme power density (4 × 1013 W∕cm2) in these experiments
destroyed the samples — but not before diffraction patterns could
be recorded, allowing reconstruction of 2D images. At lower power
densities (with synchrotron radiation) time-resolved CDI can be used
to study reversible phenomena in a pump-probe scheme, for example
in imaging of surface acoustic waves [192]. Further dynamic studies
along these lines will benefit greatly from the development of fourth-
generation synchrotron sources with improved coherent flux, as well as
new XFEL sources with higher repetition rates [193].

In Bragg coherent diffraction imaging (BCDI) multiple diffraction
patterns in the wide-angle regime are collected as the crystal is rotated,
to develop a 3D map of diffracted intensity around (usually) a single
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reciprocal lattice point. Again the phase is recovered computationally,
permitting reconstruction of the 3D real-space structure including (for
example) spatially-resolved determination of the lattice strain as well
as the presence of defects such as dislocations, a capability that is
useful for operando studies of battery cathode materials [194,195], fer-
roelectrics [196], and in catalysis [197]. With pump-probe techniques
BCDI can achieve picosecond temporal resolution, for example in imag-
ing acoustic phonons in gold nanocrystals [198]. An important recent
development is the demonstration of optical trapping to hold particles
in suspension during BCDI, instead of immobilized on a substrate or
embedded in a solid [199]. However, the need to collect multiple
diffraction patterns (to sample the 3D shape of the reciprocal lattice
points) will continue to restrict BCDI to either pump-probe experi-
ments of reversible phenomena, or to quasi-static or slowly-evolving
situations.

4.3. Move contrast X-ray imaging

Even with the modern light sources such as synchrotrons and XFELs,
further improvements in small feature detection sensitivity and con-
trast are still needed in imaging of complex systems and their dy-
namics [200,201]. Methods such as phase contrast [202], contrast
labeling [203], K-edge subtraction [204], and time subtraction [205]
are often used for contrast enhancement and extraction of weak signals
in complex systems, but they are still prone to motional blur and
high-frequency noise.

Move contrast X-ray imaging (MCXI) [206], which takes advantage
of the time evolution of modulation of each moving component to
incident light field in a complex system, can differentiate the compo-
nents and image them separately. Accordingly, the mutual interference
between components is eliminated and the sensitivity to weak signals is
improved significantly. Experimental results of angiography with low
agent dose [206], agent-free imaging of water refilling along microves-
sels in plant branch [207], sensitive tracking to ion migration in an
electrolytic cell [208], and ultrafast imaging of cavitation evolution,
demonstrate the practicability of move contrast X-ray imaging of weak
signals in complex systems while traditional methods fail.

Laser induced cavitation The pulsation of vacuoles is a complex
physicochemical process, which is the key point in the study of fluid
mechanics and cavitation dynamics [209]. At present, laser-induced
cavitation is an important means to study the cavitation mechanism
[210]. Using synchrotron radiation X-ray as the illumination source
will greatly improve the poor contrast of other imaging methods for
cavitation evolution imaging, especially for X-ray imaging facility with
high photon flux density where the undulator is used as an insert,
and with detectors with high-performance scintillators and high optical
magnifying lenses. As a result, the spatiotemporal resolution of X-ray
imaging can be greatly improved. The experiment was carried out at the
ultrafast X-ray imaging beamline (16U2) of SSRF, in which the pulsed
laser was focused in water. White X-ray beam was used to ensure the
SNR of the high-speed X-ray camera. The X-ray detector system has an
effective pixel size of 3 μm and records a total of 180 frames at a frame
rate of 0.5 Mfps. Since this process changes very fast, the period of 30
frames of 58 ms already contains rich dynamic changes. Therefore, to
avoid the complex confusion of motion features during data processing,
a specific frame was selected as the starting frame, and 30 frames was
continuously selected for MCXI processing. The key to the study of
cavitation mechanism lies in the study of cavitation pulsation, which
in liquid mainly goes through growth-rupture-jet stages [211]. In the
MCXI results, the contraction of the vacuole and the final excitation
pulse of the vacuole core were observed to be a simultaneous process.
That is, the outer wall of the vacuole began to rebound and contract,
and at the same time, the core area of the vacuole stimulated new
pulsations, as shown in Fig. 20(b), where the original data starting
frame was the 97th frame. The phase parameters of the move contrast
were pseudocolorized from red to green to blue, that is, different colors
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Fig. 20. MCXI of evolution of a laser-induced cavitation. Where (a) frame No. 115
of the original image of cavitation evolution; (b) cavitation contraction and center
re-excitation stage, starting frame No. 97; (c) movement trend diagram of cavitation
contraction stage; (d) cavitation rupture and jet flow stage, starting frame No. 133.

were used to represent the temporal characteristics of the material
motion. It can be seen from the figure that the contraction of the
vacuole also starts from both sides. When the contraction wave front
of the outer wall meets and collides with the excitation wave front of
the center, the energy steady state in the vacuole disappears and the jet
is generated, as shown in Fig. 20(d), where the original data starting
frame was the 133rd frame.

However, in the original image at the corresponding time shown
in Fig. 20(a), it is difficult to distinguish the re-excitation process
at the core of the vacuole. Moreover, the faster imaging frame rate
leads to a lower image SNR. This feature may cause the subsequent
extraction and analysis of cavitation dynamic evolution parameters
to be hindered. The move contrast phase parameter represents the
temporal information of the material motion, so the derivative of the
phase parameter can characterize the direction of the material motion.
The direction information can be added into the move contrast image in
the form of an arrow to more directly observe the changing trend of the
system. Fig. 20(c) shows the direction of motion when the cavity begins
to contract. This figure further shows that the energy distribution on the
outer wall of the cavity is not uniform. The cavity first contracts from
both sides, and then the jet is ejected from the weak point of energy,
pointing to the area of the contraction lag of the outer wall, as shown
in Fig. 20(d). In the future, more exciting advantages and effects are
expected in more MCXI practices of ultra-fast processes.

The angiography of animal model, water refilling along microves-
sels of willow branch, electrolytic reaction and laser induced cavitation
are all typical representatives of complex systems. The successful imag-
ing of weak signals in the above systems by MCXI method shows that
this method has significant advantages in improving imaging sensitivity
and SNR compared with traditional direct imaging methods. However,
this method is still being improved, optimized and tried in more
complex systems in different fields and with different characteristics.
At present, MCXI methods mainly focus on time-domain signals of
imaging systems. However, material motion not only has time-domain
properties, but also has rich spatial characteristics, so space–time fusion
MCXI method should be the main direction of future development.

4.4. 4D particle tracking

Ultra-fast silicon detectors with tens of millions of pixels are now
available to track charged particles in four dimensions (4D), or 3D
in position + 1D in time [212]. Timing information is essential for
applications in e.g. high-luminosity large hadron collider (HL-LHC)
since the density of the particle tracks is very high and significant track
overlaps in 3D space is expected. The system can measure trajectories of
charged particles with 10–30 ps in timing resolution and about 10 μm
in position accuracy [213]. Different silicon designs, such as low-gain



Nuclear Inst. and Methods in Physics Research, A 1057 (2023) 168690Z. Wang et al.

t
b
m
s
–
a

s
o
s
c
w
d
i
n
i
t
o
o
1
d
i
t

avalanche avalanche diodes (LGADs) and CMOS monlithic active pixel
sensors (MAPS), are available for further detector optimization, which
includes gain control, power consumption, pile-up reduction, radiation
hardness, high fill factor up to 100%, and investigation of the timing
limits.

Even though such 4D particle tracking technology has not yet been
used directly in U-RadIT, it is possible to deploy the technology for
U-RadIT in several ways by tracking charged particles (ions) and neu-
trons. Proton radiography based on, for example, the LANSCE 800 MeV
linear accelerator, can deliver proton pulses with a timing spread less
than 100 ps. Use of the tracking methods to reconstruct individual
proton tracks, similar to situation in HL-LHC, after the protons passing
through an object can achieve sufficient spatial resolution for proton
radiography while reducing proton dose from the current approach,
when the scintillator light intensity from protons are measured as
signals. When laser-produced protons are used, even though protons
are no longer mono-energetic, but the small spot and precise timing
when the protons are emitted can help to reconstruct proton tracks for
imaging applications. It may also be possible to use the 4D tracking
technology for fast neutron tracking [214,215], by using a spallation
source of fast neutrons from a high-current accelerator like LANSCE,
laser-produced neutrons, or nuclear fusion neutrons recently produced
in the National Ignition Facility.

5. Data and algorithms

Higher brilliance and repetition rate in XFELs, synchrotrons, par-
ticle sources, together with commensurate higher recording rate by
detectors, all contribute to the trend in generating huge volumes of
data, large varieties of data, and higher rate of data generation [216],
collectively known as ‘big data’. Harnessing big data from the state-of-
the-art imaging modalities might accelerate the design and realization
of advanced functional materials [217]. Here we discuss data trends
in U-RadIT, motivated by high-resolution (∼ nm or better, such as
individual transistors and other nanostructures [218]) measurements
of macroscopic structures (a fraction of 1 mm or larger, such as an ICF
target), enabled by the high-repetition-rate X-ray and particle sources
and high-data-yield detectors, Section 5.1. Followed by a discussion on
data compression and compressed sensing, Section 5.2, and example
applications in sparse image capture, Section 5.3. We then discuss
the use of neural networks for phase retrieval, Section 5.4, and end
the section with a discussion on uncertainty quantification of data
processing, Section 5.5.

5.1. Data sets: large and small

According to Fig. 3, we may have experimental data sets, which
are collected by detectors, and synthetic data sets, which are generated
from theory and computation to emulate the experimental data. There
are additional data sets, sometimes called ‘meta data’, from experiments
such as calibration data, and for theory and computation, such as
material property data, collisional cross section data [219], equation
of state, etc. For example, to set up a NIF experiment requires about
18,000 parameters (corresponding to about 66,000 controlled devices),
about 2 million software operations per shot, and 13.5 million lines of
codes through about 2500 computers [220].

There is no upper limit in the amount of synthetic data that can
be generated. In practice, the amount of synthetic data is generated on
demand based on the need in experimental data analysis and interpre-
tation; e.g. to train neural networks for experimental data processing.
The amount of experimental data that is generated from an object
depends on the field of view of the detector(s), spatial resolution of
the detector(s), the duration of the experiment, experimental repetition
rate and temporal resolution of the detector(s). For example, in a recent
high-resolution mapping of a microchip [221], scanning an area of 82
μm × 80 μm took about 9861 scan positions for a duration of 1 h and
19

e

14 min. The detector used was a commercial Eiger 4M detector (pixel
size 75 μm, array format 2070 × 2167 pixels, image bit depth 16 or 32,
maximum frame rate 0.75 kHz, or a maximum data rate of 6.7 GB/s [16
bit] or 13.4 GB/s [32 bit]). Some other detectors in Table 4 also collect
data at similar rates for the continuous repetitive mode.

XFEL facilities such as LCLS/LCLS-II are undergoing major upgrades
that will enable them to operate at 1 MHz frame rate with raw data
acquisition rate exceeding 1 TB/s by using megapixel and larger for-
mat cameras. LCLS-II presents several challenges for novel detectors,
including expanded higher energy, increased radiation fluence, and the
need for full-frame readout at the same rate as the X-ray source [222].
In another example, APS-U will have ∼77 ns pulse spacing in the
48-bunch mode [34]. In addition to higher data rate, higher repeti-
tion rate high-energy photon sources like APS-U may also need new
brighter and faster scintillators for efficient and expedient data acqui-
sition [223,224]. These upgrades will result in increased production of
data, which require real-time analysis and automation of experiments,
see Section 5.2. Other U-RadIT data are collected using burst mode,
see examples in Table 4. The instantaneous data rate in burst mode
can exceed 1 TB/s or 1 Tpixel/s for a 8-bit pixel. The two data trends
from imaging detectors perspective are: in continuous repetitive mode
of imaging, the use of increasingly large format cameras, in conjunction
with multi-beam illumination [221], will continue to boost data rate
from 10 s of GB/s today towards 1 TB/s. In burst-mode imaging,
increases in the number of image frames and in the solid angle of
data collection will continue to push the instantaneous data rate from
around 1 TB/s today to higher rates, even though the overall volume of
the burst-mode data may be small than the continuous repetitive mode
of data acquisition.

5.2. Data compression and reduction

Raw data compression and reduction are becoming increasingly
important to ultrafast imaging including U-RadIT as the data acquisi-
tion rate now exceeds tens of GB/s in continuous repetitive mode or
1 TB/s burst mode, respectively. Limited by the temporary memories
of imaging cameras or data transmission bandwidth, the traditional
data pipeline, acquire – transmit – store (or store – transmit, in burst
mode) – analyze (off-line), may no longer be feasible to handle the
rapid increases in data volume, variety and rate (also called ‘velocity’).
To address these challenges, automated data compression, automated
data reduction through e.g. machine learning (ML) techniques coupled
o on-detector data processing early in the data flow chain [231], are
eing developed to reduce the load on the back-end infrastructure. The
odified pipelines could be acquire – reduce (compress) – transmit –

tore (or store – transmit, in burst mode) – analyze, or reduce (compress)
acquire – transmit – store (or store – transmit, in burst mode) –

nalyze [232].
In addition to classical and popular data compression algorithms

uch as JPEG, JPEG-2000, Fourier and wavelet transforms, the use
f compressed sensing (CS) [233–235], also known as compressive
ensing [236], compressive sampling [237], is growing rapidly for
omputation-enhanced imaging, or simply computational imaging, as
ell as for real-time data acquisition and compression. This is in part
ue to the recognition that many natural signals including images are
ntrinsically compressible or sparse. In other words, the number of
on-redundant parameters needed to describe the signals or objects
n an imaging scene are relatively small compared to the degree of
he freedom that the signals or images reside in. For example, for a
ne-million pixel image, the number of non-zero pixel value could be
nly 104, or only 1% of the total number of pixels. Ideally, only the
04 pixels should be acquired (digitized), stored and transmitted. This
own-sampling is indeed possible for X-ray imaging, e.g. as described
n a compressed sensing X-ray camera design with a multilayer archi-
ecture [238]. A second motivation for CS is that in many U-RadIT

xperiments, as shown in Fig. 2, the number of the line-of-sight and
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Table 4
A comparison of different camera data rate. The state of the art is >10 Gpixel/s in continuous mode imaging. The burst mode imaging is >1 Tpixel/s [225].

Detector Facility Det. Mode Array format frame-rate data
(camera) (particle/ (Direct/ (voxel size, μm3 / (fps/ bits

photon) inDirect) pixel size, μm2 ) Hz)

AGIPD [37] Eu-XFEL D 512 × 128a 16 k/6.5 Mb 14
(12.4 keV) (2002 × 500 )

CS-PAD [49] LCLS D 194 × 370c 120 14
(8.3 keV) (1102 × 500 )

ePix100 [226] LCLS D 384 × 352d 120 14
(8.3 keV) (502× 500) (≤ 240)

ePix10k LCLS D 384 × 352e 120 14
(8.3 keV) (1002 × 500) (≤103)

EIGER2 APS & others D 1028 × 512f 2.25 k 16
(Dectris) (752 × 450) (4.5 k) (8)
HEXITEC [227] DIAMOND D 802 6.3–8.9 k 14

2-200 keV (2502 × 1000g)
Icarus [228] NIF, Z D 1024 × 512 ≥250 Mh 10
(Advanced 0.7–10 keV (252 × 25)
hCMOS Sys.)
Keck-PAD [48] CHESS D 1282 10 k/10 Mi 12

>20 keV (1502 × 500)j

MM-PAD [52] CHESS D 1282 1.1 k 32
>20 keVk (1502 × 500)

SOPHIAS SACLA D 891 × 2157 60 12
(302× 500)

HC-4502 inD 100 Ml

(Astro)
HPV-X2 [85] APS & others inD 400 × 250 7.8 k/5 Mm 10
(Shimadzu) 10–40 keV (322)
Kraken [229] NNSS inD 800 × 800 20 Mn 12

(302)
MX170-HS LCLS inD 38402 2.5o 16
(Rayonix) 8–12 keV (442)
PI MAX 4 APS inD 10242 26p 16
(Teledyne) 10–40 keV (12.82)
pRAD-2 [230] LANSCE inD 11002 4Mq 12

800 MeV (402)
SA-Z inD 10242 20k/120kr 12
(Photron) (202)
TMX 7510 inD 1280 × 800 76k/456ks 12
(Phantom) (18.52)

a AGIPD is deployed as mega-pixel/voxel cameras through tiling.
b Burst mode for 352 stored frames.
c CS-PAD is deployed as tiled 2, 8, and 32 modules with up to 2.3 M voxels.
d ePix100 is deployed as tiled 4 modules with about 0.5 M voxels.
e ePix10K replaces CS-PAD, and is deployed as a single, or tiled 16 modules with about 2.2 M voxels.
f Eiger2 is deployed as a single, or tiled modules with more than 10 M voxels.
g Also 2 mm CdZnTe.
h In burst mode for 4 frames.
i In burst-mode for 8 frames. Frames are later read out at 1 kHz. Modules are tiled into a 256 × 384 pixel and larger array.
j Both 500 μm thick Si (for <20 keV) and 750 μm CdTe (for >20 keV) versions are available.
k Both 500 μm thick Si (for <20 keV) and 750 μm CdTe (for >20 keV) versions are available.
l Burst mode, 8 frames.
m In burst mode for 128 stored frames; or 10 M Hz frame rate and 256 stored frames possible by reducing the number of pixels by half.
n In burst mode for 8 frames. Read noise 157 𝑒−, Full Well 4.0 × 105 𝑒−. Buttable to larger array 2 × 2.
o Higher frame rate can be obtained through pixel binning, at 10 × 10 binning, the frame rate increases to 120 Hz.
p Higher frame rate can be obtained through pixel binning, at 4 × 4 binning, the frame rate increases to 95 Hz.
q Burst mode for 10 frames.
r Reduced RoI with 512 × 256 pixels.
s Reduced RoI with 640 × 256 pixels.
field of view are very sparse, and often limited to a single line of
sight, and a small solid angle due to the high cost of accelerator-driven
sources and the experiments themselves. A third motivation for CS
application in U-RadIT is that the growing number of algorithms and
more accessible computing power that allow computational RadIT.

A central problem in CS is to invert a classical underdetermined
matrix equation in linear algebra,

𝐴𝑥 + 𝑏 = 𝑦, (7)

where 𝑥, a 𝑛 × 1 matrix (vector), is the unknown. Here 𝐴 is a 𝑚 × 𝑛
measurement matrix, 𝑏, a 𝑚 × 1 matrix, is the noise (also unknown
20
on most occasions, or at least hard to describe quantitatively due to
statistical and random fluctuations), and 𝑦 is a 𝑚×1 matrix, representing
the results of the sparse measurement. 𝑛 = 106 for a mega-pixel image,
and 𝑚 ≪ 𝑛 (the number of equations is far less than the number of
unknowns). Here we use an example of a sparse 2D image to illustrate
the CS framework and algorithms. Object recovery in U-RadIT usually
involves a 3D object or a 4D object (time-dependent 3D object), and
the corresponding measurement and noise are 2D images. There is no
difficulty in expressing a 3D or 4D object in terms of a 𝑛 × 1 matrix
and the corresponding 2D measurements and noise in terms of 𝑚 × 1
matrices, with 𝑛 being a much larger number than 106 (2D case),
depending on the spatial and temporal resolution.
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When the measurement noise is ignored, 𝑏 = 0, the least square
solution (𝑥♯) as given by minimizing the 𝑙2-norm, ‖𝑥‖2 [232], subject
to 𝐴𝑥 = 𝑦 (or ‖𝐴𝑥 − 𝑦‖2 ≤ 𝜖 for 𝑏 ≠ 0), is

𝑥♯ ≡ argmin𝑥∶𝐴𝑥=𝑦‖𝑥‖2 = (𝐴𝐴∗)−1𝐴∗𝑦, (8)

with 𝐴∗ being the hermitian transpose. 𝑥♯ based on minimizing the least
square is not always effective in practice, see e.g. [239]. If the most
sparse solution (𝑥∗) is needed, e.g. as motivated by physics or other
considerations, the solution to 𝑥 is given by minimizing the 𝑙0-norm,
‖𝑥‖0, subject to 𝐴𝑥 = 𝑦,

𝑥∗ ≡ argmin𝑥∶𝐴𝑥=𝑦‖𝑥‖0. (9)

However, solving Eq. (9) is equivalent to solving the sub-set sum prob-
lem, an NP-complete problem [62]. Therefore, Eq. (9) is computation-
ally hard for 𝑛 as small as 103. A blind and exhaustive search of 𝑚
= 10 sparse terms among 𝑛 = 103, assuming no prior knowledge for
example, would give rise to 𝐶𝑚𝑛 = 𝑛!

𝑚!(𝑛 − 𝑚)!
∼ 2.6× 1023 possibilities.

A compromise is to minimize 𝑙1-norm, ‖𝑥‖1, subject to 𝐴𝑥 = 𝑦 (or
‖𝐴𝑥 − 𝑦‖2 ≤ 𝜖 for 𝑏 ≠ 0),

𝑥𝑆 ≡ argmin𝑥∶𝐴𝑥=𝑦‖𝑥‖1, (10)

when many practical sparse inversion algorithms [240,241], such as
basis pursuit, orthogonal matching pursuit, gradient descent, iterative
hard thresholding, Bayesian-based algorithms, iterative methods such
as PIE and ePIE, and difference MAP algorithm exist [242]. It was also
shown that another requirement for CS is that the measurement matrix
𝐴 should satisfy restricted isometry properties (RIP) condition [243],
and verifiable by coherence checks [232]. In other words, the measure-
ment matrix 𝐴 should not be reducible to a lower rank matrix. Wavelet
transform, Fourier transform, discrete cosine transform, and peudo-
random masks are possible options to construct 𝐴. More recently, deep
neural-network algorithms such as CNN, U-Net were also introduced to
CS [244,245].

CS has been used successfully in different RadIT modalities. In
electron modalities such as electron tomography [246], electron mi-
croscopy [247], and transmission electron microscopy, addition of CS
has delivered impressive results such as removal of reconstruction
artifacts, reduced number of projections needed for 3D reconstruction,
and real-time reconstruction of sparsely sampled images [248]. In X-
ray modalities, a first-order method based on Nesterov’s algorithm
was used in a cone-beam CT application [249]. In another example,
it was shown that if the object to be reconstructed are piece-wise
constant in density, total variation minimization can lead to accurate
reconstruction [250].

Physics models can be implemented to enhance CS, e.g. through
designs of measurement matrix 𝐴 for high-speed imaging [232]. A
few additional examples are briefly mentioned here. Prior image con-
strained compressed sensing (PICCS) was developed for in-vivo dy-
namic CT [251], and resulted in a potential radiation dose reduction
by a factor of 32. Several statistical physics methods have found CS
applications. The replica method has been used in CS algorithms [252,
253], including basis pursuit, least absolute shrinkage and selection
operator (LASSO), linear estimation with thresholding, and zero norm-
regularized estimation. Physics-informed CS (PiCS) is currently un-
der utilized in U-RadIT, which motivates further growth through, e.g.
incorporation of physics-informed generative models [254].

Multi-domain sampling is frequently encountered in U-RadIT. Sim-
ilar to PiCS, applications of CS to multi-domain is in a relatively
early stage that motivates further development. Examples of multi-
domain include time-frequency domain, intensity-phase domain, and
space and spatial frequency domain. Time-frequency domain sampling
may be described by Wigner function [255]. Some advantages of
using Wigner function for electron microscopy were reported [256],
including that influences of the instrumentation function can be en-
tirely separated from the information from the object, super-resolution
21
Fig. 21. Evolution of high-speed imaging frame rate, including high-speed X-ray
imaging. The large blue dots in the upper right corner corresponds to high frame
rates reached by using different compressed sensing methods.

limited by the wavelength of the electron or photon can be achieved,
and object thickness or the source coherence requirements can also be
relaxed. Phase-intensity domain sampling, which is a mixture of X-ray
intensity variations due to both X-ray absorption and phase-induced
intensity variations, is described in Sections 4.1 and 4.2 above. 2D
ptychograms combine spatial and spatial-frequency sampling in X-ray
ptychography [257,258]. Different sampling domains can be reached
experimentally by placing the detectors at different distance relative
to the target and the X-ray source, as in Fig. 2. The pixel size (also
called pitch) determines the spatial resolution, the overall detector size
determines the highest frequency that can be measured. Arrangement
of the pixels can be optimized by compressed sensing concepts, such
as pseudo-random masks, to maximize the useful information col-
lected. Phase retrieval through X-ray ptychography was demonstrated
in 1996 [259], which was partly limited by the detectors and comput-
ing power at the time. The combination of improved detector arrays
and commercial graphic processing units (GPUs) have since allowed
real-time 3D tomographic CT reconstruction for a volume with 5123

voxels [260].

5.3. Sparse image capture

Here we emphasize ultrafast image-capture applications of com-
pressed sensing (CS) that bypass the requirements of the Nyquist-
Shannon sampling theorem. As recognized in [232], image compression
before recording may relax the bandwidth requirement of the digital-
to-analog converters in a camera, reduce the power consumption in
image acquisition. A growing number of optical compressed sensing
methods has led to ultra high-speed imaging at a frame rate exceeding
109 fps, or sub-ns temporal resolution, as shown in Fig. 21, and imaging
cameras with as little as a single pixels. A sparsely sampled optical
Fourier ptychography was able to reduce the acquisition time by about
50% [261].

For X-rays and ionizing radiation, some additional benefits of the
compressed sensing include faster imaging frame rate at reduced dose
or source intensity, or improved image quality (signal-to-noise) for the
same radiation dose. A traditional medical diagnostic CT may need
more than one hundred single projections for good reconstruction. In
ultrafast imaging as shown in Fig. 2, multiple view setup may not
be practical because of the high cost of the accelerator-driven source,
which usually only deliver a single projection from each experiment.

Aside from direct imaging sensors that exhibit dependency and
redundancy between adjacent pixels as discussed in Section 3.4, compu-
tational image sensors present another option. A computational CMOS
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Fig. 22. The overall flow of compressive imager from [263].

sensor architecture was described in [262], which implemented pseu-
dorandom vectors called noiselets as measurement basis before digitiza-
tion. Fig. 22 from [263] illustrates the concept of compressive-imaging-
based ultra-high-speed image sensors. The frame rate is determined
solely by the charge transfer speed from a pixel to a storage node, which
could be only a few nanoseconds. Ref. [264] reported a 5 × 3 aperture
compressive imager running at 200 Mfps, with each pixel serving as
a frame memory. Similarly, Ref. [96] used compressive imaging and
reported a frame rate of 303 Mfps.

5.4. Neural networks for phase retrieval

Section 4.1 summarized different dynamic XPCI modalities that
convert sample-induced phase modulations into intensity variations to
improve the contrast of samples. However, these intensity modulations
are not direct representations of the sample densities, and it is therefore
often desired to convert the image intensity back into the sample-
induced phase perturbations to perform quantitative analysis of the
sample properties such as mass density. This process is known as phase
retrieval [265,266].

XPCI imaging can be described as an X-ray wavefield 𝜓(𝑥, 𝑦, 𝑧) =
√

𝐼(𝑥, 𝑦, 𝑧) exp [𝑖𝜙(𝑥, 𝑦, 𝑧)], with amplitude
√

𝐼(𝑥, 𝑦, 𝑧) and phase 𝜙(𝑥, 𝑦,
𝑧), that span Cartesian coordinates 𝑥, 𝑦 and propagate along the optical
axis 𝑧. It is modulated by an object located at z=0 and its intensity
𝐼(𝑥, 𝑦, 𝐿) recorded at the detector plane 𝑧 = 𝐿 is given by

𝐼(𝑥, 𝑦, 𝐿) = |𝜓(𝑥, 𝑦, 𝐿)|2

= |H(𝑥, 𝑦, 𝐿)𝜓(𝑥, 𝑦, 0)|2, (11)

where H(𝑥, 𝑦, 𝐿) denotes the forward operator that propagates the
wavefield from 𝑧 = 0 to L. H(𝑥, 𝑦, 𝐿) can contain different transfer
functions such as monochromators, gratings and free-space to describe
different XPCI imaging setups. Phase retrieval can then be seen as
an inverse problem solving for the sample-induce phase perturbation
𝜙(𝑥, 𝑦, 0) (‘object phase’) from measured image intensity 𝐼(𝑥, 𝑦, 𝐿). The
challenge is the nonlinear operator acting on 𝜙(𝑥, 𝑦, 0) makes the solu-
tion non-unique and depends discontinuously on 𝐼(𝑥, 𝑦, 𝐿). Moreover,
this problem is compounded by the image intensity corrupted by the de-
tector point spread function, X-ray beam fluctuations, quantum mottle
and finite X-ray coherence.

Neural networks have progressed rapidly both in demand and ap-
plicability in recent times due to exponential increases in computing
power and experimental data. Image data are acquired at increas-
ingly rapid rates as a result of highly brilliant light sources, high rate
detectors and data transfer speeds, see Section 5.1. Neural networks
offer significant advantages over traditional computational modeling by
22
analyzing images in real-time, modeling complex physical processes of
image formation, and incorporating priors from other imaging modal-
ities. Over the last decade, neural networks have solved a variety
of difficult computational imaging problems such as super-resolution
imaging, denoising and phase recovery [267]. Here, we focus on phase
retrieval from single or a small number of recorded images, which is
highly sought after for dynamic experiments.

We start with the current state of physics-based phase retrieval mod-
els, and then discuss notable recent advancements in phase recovery us-
ing neural networks for (i) analyzers-based (gratings, monochromator,
mask), and (ii) propagation-based XPCI methods.

Traditional single-shot phase retrieval techniques for analyzer-based
XPCI methods linearize the local fringe/rocking curve [268,269] or use
Fourier methods [270]. Broadly speaking, these methods assume the
image intensity with (𝐼𝑂) and without (𝐼𝑅) the object are related by:
𝐼𝑂 = 𝐼𝑅((𝑥, 𝑦) − 𝑓 (∇𝜙(𝑥, 𝑦, 0)), 𝐿), which can be derived from Eq. (11).
Consequently, by tracking and integrating the distortion of the image
intensity between 𝐼𝑂 and 𝐼𝑅, 𝜙(𝑥, 𝑦, 0) can be computed. However, they
suffer from numerical integration-induced low-frequency noise ampli-
fication, phase wrapping, unresolved large phase jumps and fringe
artifacts.

Qiao et al. [154] recently addressed these issues by developing a
model-based X-ray phase signal extraction multi-network comprised of
a: (1) feature extractor for performing a feature-based image registra-
tion to track the displacement of the speckle pattern, (2) estimator to
estimate the phase gradient along the vertical and horizontal direction,
and (3) refiner to remove additional noise and improve the overall
accuracy of the phase gradient. The network significantly improved
the quality of the reconstructed phase particularly at large phase gra-
dients while also achieving two orders of magnitude faster processing
speed compared to digital image correlation on a flour bug. A major
drawback, however, is it requires ground truth data (free of noise and
artifacts) for training. While experimental data in general are abundant,
training data to reconstruct particular classes of objects are not always
available and synthetic training data may not always accurately model
experimental data. Oh et al. [271] avoids this issue by adopting the
Noise2Noise deep learning framework that uses noisy images to train
its network. This network was applied to noisy grating-based interfer-
ometry images and was able to output denoised phase gradient images,
which can then be integrated to recover the object phase. However, it
is assumed that the expected values of the true images are the same
and the noise is zero mean.

For propagated-based XPCI (also known as in-line holography or
lensless imaging), reversing the diffractive effects of free-space Fresnel
propagation have traditionally employed the near-field approximation
to linearize Eq. (11), thus providing unique analytical solutions to
the object phase. Most recently, this has supported the nuclear fusion
program by reconstructing the areal mass density map from PB-XPCI
images of shock-induced void collapse [164]. Voids created, either by
design or inadvertently, in target inertial confinement fusion target
ablators, can prevent ignition. Reconstruction of the areal density can
improve the accuracy of hydrodynamic models used to understand and
devise strategies to mitigate or even leverage the voids. Phase retrieval
algorithms have also been developed to quantify dynamic behavior
of porous and granular structures. For example, pore and grain size
distributions have been measured from lung- and material-induced
XPCI speckles, respectively [158,272,273]. Very recently, the near-
field approximation has been applied to the Fokker–Planck equation
to recover, in addition to the object phase, the dark field, providing
information of structures below the detector resolution [274].

Despite the wide range of applications, the near-field approxima-
tion is restricted to weakly scattering materials such as soft tissue
and short sample-to-detector propagation distances. As the application
of XPCI expands to imaging higher Z materials and images become
increasingly radiation-starved in order to reach greater temporal res-

olution, it becomes necessary to image outside the near-field and
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into the holographic regime. Moreover, with the advent of powerful
laboratory-based X-ray source (e.g., liquid-metal jets [152], compact
light source [155] and wakefield accelerators [275]), each carrying
their own sources of noise and image artifacts, it becomes increas-
ingly difficult to incorporate these effects into and retrieve the phase
from Eq. (11). While iterative-based optimization methods provides the
flexibility to integrate stochastic models [276–280], they are generally
time-consuming and use indiscriminate priors, making them inadequate
to handle today’s increasing rate of images collected and achieve opti-
mal task-based reconstructions. As a result, neural networks have paved
the way for the latest phase retrieval techniques. Broadly speaking,
artificial neural networks attempt to replace the nonlinear operator in
Eq. (11) to achieve greater accuracy and computation speed. Rivenson
et al. (2018) [281] developed an end-to-end deep convolutional neu-
ral network that inputs the hologram and outputs the object phase.
However, it requires pairs of hologram and object phase images for
supervised training and does not incorporate imaging physics. Ground
truths are not always available and having the network to perform
both forward and backward propagation makes training difficult. Zhang
et al. [282] combined the Gerchberg–Saxton iterative algorithm with a
complex-valued U-Net, while a deep image prior (DIP) neural network
that is incorporated into an unconstrained objective function containing
the fidelity term was developed by Li et al. [283]. Galande et al. [284]
expanded on this work by including a denoise term. These DIP-based
methods do not require training; instead, the weights from the neural
network are randomly initialized and then optimized by iteratively
minimizing the objective function. Effectively, the phase is retrieved
indirectly from the fitted neural network parameters.

5.5. Uncertainty quantification

Uncertainty quantification (UQ) [285] may be applied to the ex-
isting and future new data with different emphasis. For the existing
data, UQ is to answer the question, how good are the data [286]. UQ
uses quantitative, systematic, and increasingly automated approaches
to characterize, estimate, and bound the uncertainties or errors in
the existing data [287]. Symbolically, for any 𝑥 in experiment (or �̃�
n simulations) as given in Eqs. (3) and (4), there is an uncertainty
unction 𝜎(𝑥), root mean square error being most common, that de-
cribes the possible error range. If 𝜎(𝑥) ≤ 𝜖0, an acceptable error bound
for example, 5% accuracy in the reconstructed density 𝑥 at a certain
osition and time in a dynamic compression experiment), then 𝑥 is
ccepted. In practice, this is rarely the case (error of 𝑥 in some regime
ould be more than 10%, for example), which motivate UQ to guide
urther optimization workflow and iterations to search for a better 𝑥,
deally the optimal solution through a probability distribution, 𝑝(𝑥), and
smaller 𝜎(𝑥). For new data that do not yet exist, the emphasis of UQ

hifts to identifying or predicting the optimal value or values from the
robability distribution 𝑝(𝑥), which can then be used to design new
xperiments to collect the data and confirm the prediction. When prior
nformation (𝜃) exists about 𝑥, searching for a constrained probability
(𝑥; 𝜃) through Bayesian optimization is often used.

Several possible U-RadIT scenarios motivate different approaches
o UQ workflow: (𝑎) UQ of the existing experimental data collection,
0 = {𝐼 𝑗𝑒𝑥𝑝(𝑥), 𝑗 = 1, 2,… , 𝑁}, which usually consists of one or more
atasets generated under nearly identical macroscopic or closely related
onditions, and no additional experimental data are assumed. Here
e use 𝐼 𝑗𝑒𝑥𝑝(𝑥) to represent a specific (𝑗th) experimental image, as in
qs. (3) and (4). (𝑏) A finite number of additional new experiments
an be performed, which will add to the existing experimental data
ollection, and 0 becomes +

0 . (𝑐) A large number of new experiments
re possible, so that 0 turns into ∞

0 , and extra experimental data can
e generated on demand until a sufficiently large number 𝑁∞ is found.
(𝑥) decreases in proportion to (𝑁∞)−1∕2, according to the law of large
23

umbers in statistical theory. t
Scenario (𝑎) is usually the starting point of UQ. Assuming that an
lgorithm to find 𝑥𝑗 from measurement 𝐼 𝑗𝑒𝑥𝑝(𝑥) is known, for example,
hrough inverse algorithms [288–290], then 𝜎(𝑥) is found from the

tandard deviation from the experimental mean, �̄� =
𝑁
∑

𝑗=1
𝑥𝑗 . However,

hen 𝜎(𝑥) > 𝜖0, the desired error bound for UQ for 𝑥, there is more
ork left. Scenario (𝑐) is simpler due to the freedom to conduct more
easurements until the desired error bound is reached, and UQ reduces

o collection of a sufficiently large number (𝑁∞) of new experimental
ata. If a sufficiently accurate theoretical or computational model
xists [291], then we may enhance the experimental data collection
hrough synthetic data generation from the highly accurate models, so
hat 0 turns into ̃0 = 0 + ̃∞

𝑠𝑦𝑛, with ̃∞
𝑠𝑦𝑛 = {𝐼 𝑗𝑠𝑦𝑛(�̃�), 𝑗 = 1, 2,… , �̃�∞}

nd scenario (𝑎) is turned into scenario (𝑐) through synthetic data
ugmentation.

In scenario (𝑎) with 𝜎(𝑥) > 𝜖0, and that the corresponding com-
utational model is either insufficiently accurate or the inputs to the
omputer models are not completely known, here we may symbolize
he problem as (𝑎−) for convenience of discussion, then further reduc-
ion in 𝜎(𝑥) may not be fruitful using the standard statistical approach
lone. The uncertainty function 𝜎(𝑥) may depend on a large number
f variables in U-RadIT: in experimental data generation, in synthetic
ata generation, and in image analysis, as shown in Fig. 3. In the
ignal optimization loop, the radiation sources have intrinsic Poisson
luctuations and can change with time as in, e.g. surface electron
missivity or laser beam intensity. Methods to set up the experiment
re subject to uncertainties in the material composition and structures
f the target in Fig. 2, and environmental fluctuations, for example.
adiation-target interactions are governed by the laws of quantum
hysics, which are probabilistic; e.g. individual X-rays or neutrons can
e absorbed or scattered, individual protons or electrons are subject
o different scattering mechanisms at once, and such absorption and
cattering events cannot be predicted ahead of time. The detectors to
ollect data have intrinsic noise from different sources. In the data
ptimization loop shown, the state-of-the-art multi-physics computer
odes to model a dynamic experiments such as xRAGE and HYDRA have
nown model uncertainties. The algorithms and neural networks are
ubject to inference errors [292]. Synthetic data from physics models
r data models can therefore not avoid model uncertainties [293]. In
he image analysis stage, data sets may not be big enough for models
ith a large number of tunable parameters.

A recent trend for (𝑎−) class of problems is to combine data anal-
sis and UQ through probabilistic modeling and probabilistic algo-
ithms [294,295]. Probabilistic modeling has long been used in both
lassical and quantum physics [296]. Traditional forward and physics
odels are combined with statistical analysis for data interpretation

nd predictions. Data-driven neural network models, when combined
ith statistical inferences, give rise to probabilistic data models and
lgorithms such as Bayesian neural networks [292,297]. Probabilistic
pproaches allow scientific intuitions to be incorporated in the models
hrough dimension reduction, principle component analysis, image and
ther knowledge priors, and likelihood for training of neural networks.
ne of the potential concerns is overfitting the data or false discov-
ry rate, which may require careful selection of 𝜖0 and ultimately,
xperimental validation.

We may also frame the problem (𝑎−) as ‘small N, large x’ [298].
ere we translate the terminology in [298] into our context, 𝑁 , the

ize of the data, and 𝑥, an unknown vector in a high dimensional space.
his formulation of the UQ problem is now strikingly similar to the
parse inversion problem described by Eq. (7) above, which may not
e surprising. If we rewrite 𝑥 in Eq. (7) as 𝑥+ 𝛿𝑥, with 𝛿𝑥 standing for
he uncertainty,

𝑥 + 𝐵𝛿𝑥 = 𝑦 (12)

y introducing a new matrix 𝐵 so that 𝐵𝛿𝑥 = 𝐴𝛿𝑥 + 𝑏. Since the noise
erm 𝑏 is independent of 𝑥, matrix 𝐵 can have the same number of rows
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and columns as 𝐴; i.e. the uncertainty 𝛿𝑥 is just as under-determined as
𝑥, yet 𝐴 and 𝐵 can be totally independent of each other due to random
oise 𝑏.

There are several implications from Eq. (12), which reformulates
Q as a sparse or under-determined problem. First, searching for
n optimal 𝑥 and UQ (minimizing 𝛿𝑥) now complement each other.
econd, optimization and UQ can now share mathematical methods
nd algorithms that were previously developed independently of each
ther. For example, compressed sensing for 𝑥 may give rise to com-
ressed UQ methods, and vice versa. Third, both underdetermined
Q and 𝑥-optimization favor generative models. 𝑥-optimization and
Q may both include statistical analysis of a large number of addi-

ional hypothesis [298], and down-select certain new hypotheses and
he corresponding generative models to augment the existing (usually
ncomplete) data, and supplement the missing information.

Scenario (b) comes up naturally as the next step to address the
nsufficient-experimental-data problems encountered in (𝑎−). By ex-
anding existing experimental set from 0 to +

0 , scenario (b) provides
oom to validate probabilistic models, algorithms and prediction as-
ociated with the optimization and UQ in (𝑎−). On the other hand,
he number of additional experiments is usually limited. For example,
xperiments can be costly, or the possible experiments reside in a very
arge dimensions, ‘curse of dimensionality’ mandates careful experi-
ental design and selection, constrained by the allowable experimental

ime, or the repetition rate of an experiment, or other experimental
esources, see Section 6 for examples. Combining optimization and
Q according to Eq. (12) may therefore minimize the number of new
xperiments in +

0 .

. Applications

In a typical application illustrated in Fig. 2, the target size is in the
ange of 1–10 mm, determined partly by the attenuation length of X-
ays at synchrotrons and XFELs. If energetic protons and neutrons are
sed as the radiation sources, the need to obtain high spatial resolution
ather than the adequate penetration length, which the ranges of ener-
etic protons and neutrons readily exceed, motivates a compact target
10 mm. From material-properties point of view, 1–10 mm objects are

sually large enough to represent larger bulk materials and structures.
elow, we highlight ultrafast imaging of shocks in liquids at ESRF in
ection 6.1, and a few examples of high-speed imaging from 32-ID of
he APS in Sec. 6.2, followed by a study of structural dynamics of 3D-
rinted polymers in the Dynamic Compression Sector (DCS) at APS,
ection 6.3. Dynamic material properties measured by MEC end-station
t LCLS are discussed in Section 6.4. The section ends with a discussion
n 10-Hz and higher repetition rate U-RadIT experiments to accelerate
nertial confinement fusion (IFE) energy research, in Section 6.5, by
sing laser-produced X-rays and other ionizing particles. Co-locating a
ynchrotron or XFEL with a NIF-class implosion facility may seem to
e too expensive for now.

.1. Ultrafast imaging at ESRF beamline ID19

The European Synchrotron ESRF (Grenoble, France) runs an ultra-
igh speed full-field X-ray imaging program at the microtomography
nd radiography beamline ID19. The beamline operates an experi-
ental hutch 150 m downstream of its insertion device sources: the

orresponding partial coherent illumination at the position of the sam-
le is highly beneficial for hard X-ray imaging as it allows for enhanced
ensitivity, so-called (propagation-based) phase contrast. The latter
as been widely exploited in the past for high-fidelity applications of
icrotomography. In recent years, the combination of polychromatic

llumination for X-ray imaging with fast (indirect) acquisition schemes
sing CMOS-based cameras has lead to drastically reduced exposure
imes [299]. Here, hard X-ray phase contrast is not only beneficial to
nhance the contrast, but due to its edge-enhancing nature it can also
24
be exploited to beat noise limitations related to the finite amount of
available photon flux density. Especially for weakly attenuating objects
the effective exposure time can be reduced such that in the so-called
timing modes of the ESRF (16-bunch filling mode with 176 ns bunch
separation and 5.6 MHz repetition rate and 4-bunch mode with 704 ns
separation and 1.4 MHz repetition rate) individual flashes from isolated
bunches in the storage ring are used: so-called single-bunch imaging
operates at ESRF with effective exposure times down to 60 ps [300].
Radiation-hard indirect detectors equipped with short decay scintilla-
tors and frame-transfer CMOS cameras allow for acquiring series of
images following the MHz-based time structure of the storage ring
flashes in a continuous manner [301]. The versatile X-ray optical layout
of beamline ID19 allows for working with beam sizes up to several
square centimeters. It is worth mentioning that the high-speed imaging
program of beamline ID19 operates on a broad range of acquisition
rates, 𝑖. 𝑒. fast acquisition with several FPS up to hundreds of FPS is
frequently used for example to study solidification in metals (in 2D
and 3D), several 103 FPS up to several 104 FPS is highly beneficial for
laser-welding of metals and studies of battery abuse testing, the range
of 105 FPS is frequently requested to study additive manufacturing
of metals while 106 FPS and more is used to study materials under
high strain rates and impact. For frequently requested experiments,
𝑖𝑛 𝑠𝑖𝑡𝑢 environments are made available at the beamline, including rigs
for laser processing of metals, chambers for battery abuse testing and
for experiments with energetic materials as well as a mesoscale gas
launcher, ns-pulsed shock laser, and a Split-Hopkinson pressure bar.

In order to fully exploit the potential of the above mentioned,
highly sophisticated experimental setups at beamline ID19, new ac-
cess modes are required: installation for example of a mesoscale gas
launcher requires a substantial amount of (beam)time and hence, is
rarely efficient for isolated experiments. In the frame of its upgrade
program, ESRF has made several new access modes available for the
user community [302]. One of them is the Beamtime Allocation Group
(BAG) proposals. At beamline ID19 the so-called ‘‘Shock’’ BAG brings
together experts in shock physics and dynamic behavior of materials
in order to study matter under a plethora of extreme scenarios. The
community-driven scientific topics tackle the growing demand for de-
veloping novel engineering materials with the ability to sustain the
high strain rate and shock as well as fundamental physical questions of
material phase change and instabilities of shocked matter. The ‘‘Shock’’
BAG allows for beamtime access in a routine manner, 𝑖. 𝑒. to prepare
experiments ahead as well as to follow detailed studies rather than
single-shot experimental campaigns.

In this section, two highlight examples from recent work of the
shock community at beamline ID19 exploiting single-bunch imaging
with MHz acquisition rates will be shown. Both consider shock wave
propagation in opaque and light materials: cavity collapse induced
by high-speed impact as well as hydrodynamic instabilities driven by
pulsed power wire explosion [303,304].

The first example is a study of impulsively driven cavity collapse
which is directly linked to inertial fusion research: nuclear fusion has
the potential to complement renewable energies such as solar or wind
which face challenges concerning the requirement for base load [305].
Here, one approach is impact-generated inertial confinement by using
hydrodynamic pressure amplification where the implosion velocity into
the imparted fuel exceeds substantially the original impact and there-
fore lowers the ignition threshold. For the development of the amplifier,
ground-truth data is required to trim numerical models and here ultra-
high speed radiography delivers highly valuable input. As a model
system for the collapse process in a solid, cavities in a polymethyl
methacrylate medium were impacted with different velocities in order
to apply a range of dynamic stress states. For impact both, a single-
stage and two-stage gas launcher were used at beamline ID19. The
resulting shock pressures are ranging from 0.49 to 16.90 GPa. The ex-
periment was carried out at ESRF using the above mentioned 16-bunch

timing mode. An indirect detector consisting of a LYSO:Ce single-crystal
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Fig. 23. Series of radiography images showing shock-cavity interactions: (a) 4 mm
cavity with 8.63 GPa shock, (b) 6 mm cavity with 12.80 GPa shock, (c) 6 mm cavity
with 16.60 GPa shock imaged with 3.8 million FPS. The insets in (c) show the rear-
surface optical images of the toroidal plasma emission. Reproduced from [303]. CC BY
4.0.

scintillator lens-coupled (1× magnification) 𝑣𝑖𝑎 pellicle mirrors to two
MHz cameras type HPV-X2 (Shimadzu, Japan) acquired images at a
repetition rate of 3.8 million FPS in a continuous manner [165,306].
The results are shown as series of images depicting fluid-dominated
dynamics of cavity collapse in Fig. 23.

The second example considers hydrodynamic instabilities which
are ubiquitous in nature and addresses fundamental questions related
to geophysical and astrophysical flows, high energy density physics,
and confinement fusion, as well as engineering applications such as
rock fracking and fluid–structure interaction. Instabilities occurring at
the abruptly accelerated interface between fluids of different densities
(e.g. due to the passage of a shock wave) such as the Richtmyer–
Meshkov (RM) and Kelvin–Helmholtz (KH) instability are a common
focus of the investigation, where full-field experimental measurements
are paramount for developing advanced multi-scale-multi-physics mod-
els which can reliably capture these phenomena. In accord, an ex-
perimental platform based on a pulsed power-driven resistive wire
array (i.e. discharge current 30 kA with deposited energy of 350 J
in 1 μs), aimed at producing convergent shock waves within both
solids and liquids, was tailored to the ID19 beamline MHz-radiography
capabilities [304]. The high versatility of the platform allows for in-
troducing shock-induced density discontinuities in arbitrary geometries
which are then measured through the acquired X-ray imaging data.
An example experiment measuring the planar RM instability between
high-density (i.e., water) and low-density (i.e., aerogel) media, in the
linear regime, serves as a benchmark model while highlighting the
capabilities offered. The experiment was conducted using the above-
mentioned 16-bunch timing mode (Fig. 24). Cylindrical shocks from
wire array explosion form a planar interface (v = 2.2 km/s) in water,
which hydrodynamically compresses the aerogel with resulting inter-
facial instability, but also induces cavitation in the denser medium
through the rarefaction wave. The results are shown as discrete series of
radiographs, capturing all the underlining phenomena involved during
4 μs, due to the sufficient temporal resolution over a wide field of view.

6.2. High-speed capabilities at 32-ID of the APS

Since its inception 20 years ago, XSD beamline 32-ID of the Ad-
vanced Photon Source (APS) at Argonne National Laboratory has been
25
Fig. 24. Series of phase-contrast radiographs showing the pulsed-power induced planar
shock wave from an array of wires, and its interactions at the interface of different
density media. Important features are marked within the images. Reprinted from [304],
with the permission of AIP Publishing.

at the forefront of the dynamic X-ray imaging field, by pioneering the
first in vivo functional imaging of small animals [307], and then with
the first use of white beam to probe ultrafast, sub-microsecond fluid
dynamics [308] and, more recently, the use of single-pulse techniques
to probe shock dynamics in real and reciprocal space [178,309,310].
In order to achieve the current exquisite operational parameters (80-
ps exposure time, a frame rate of up to 6.5 MHz, a spatial resolution
of ∼1 μm, and a field of view of ∼2 mm2), the program takes full
advantage of what the APS X-ray source has to offer in terms of
flux, energy, and time structure. The full white X-ray beam from a
standard APS Undulator A with a 33-mm period (U33) was initially
used, but such a powerful and polychromatic beam imposes many
limitations on the data quality and the experimental possibilities. The
more recent acquisition of a second undulator with a much shorter
period of 18 mm (U18) addressed a number of these important lim-
itations. First, the reduced heat load allowed for imaging over longer
intervals without damaging or reducing the efficiency of the scintillator
crystals. Second, the suppressed higher harmonics permitted operation
with a quasi-single-line beam, reducing the background and allowing
for quantitative measurements, especially for X-ray diffraction and
wide/small angle X-ray scattering (W/SAXS). Finally, the available
intensity increased dramatically at the first harmonic energy of 24 keV,
so that thick and high Z materials could be studied.

Ultrafast full-field imaging is the workhorse technique at 32-ID
beamline, but many other complementary techniques and platforms are
constantly being developed as well. Below are some research applica-
tions that highlight the multimodality and multiscale aspects of this
program.

Magnesium alloys show a remarkable potential as structural com-
ponents for their low density, high specific stiffness, and high specific
strength. However, wide applications of magnesium alloys are hin-
dered by their poor formability at room temperature, and overcoming
such a deficiency requires better understanding of deformation mech-
anisms, and microstructural effects on mechanical properties of these
alloys [311]. In this first example, speckled full-field X-ray images
were combined with digital image correlation analysis (thus the de-
velopment of XDIC) to map strain fields in bulk samples with very
high spatial (μm) and temporal (μs) resolutions. This study of the
anisotropic deformation of an extruded magnesium alloy AZ31 un-
der uniaxial compression along two different directions, multiscale
measurements including stress–strain curves (macroscale), X-ray dig-
ital image correlation (mesoscale), and diffraction (microscale) were
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Fig. 25. Simplified schematic of the detonation experiment. (a) The composite explo-
sives mixture (comp. (b) pallet is placed in an ice block that is cut open to recover
the detonation products. (b) inset of the different regions of the detonation front that
the X-ray beam is probing. Figure from Ref. [312] reused with permission.

obtained simultaneously. Preliminary results showed that the rapid
increase in strain hardening rate is attributed to marked 101̄2 extension
twinning and subsequent homogenization of deformation, while dislo-
cation motion leads to inhomogeneous deformation and a decrease in
strain hardening rate.

Characterization of the initial morphology of detonation nanodia-
mond (DND) has been the focus of many research studies that aim to
develop a fundamental understanding of carbon condensation under
extreme conditions. Identifying the pathways of DND formation has the
potential for significant impact on many of the controlled synthesis of
nanoscale carbon with a tailored functionality; currently, a wide range
of possible (and conflicting) mechanisms of nucleation and growth
have been proposed, and further research is needed. Building a com-
prehensive understanding of DND formation is challenging because it
requires in situ characterization on the sub-microsecond timescale dur-
ing a high-explosive detonation. In this second example, Time-Resolved
Small-Angle X-ray Scattering (TR-SAXS) was used to reveal the early-
stage DND morphology from <0.1 to 6 μs after the detonation front
passes through the X-ray beam path [312]. Fig. 25 shows schematics
of the detonation setup. In these experiments, scattered X-rays from a
single line X-ray beam were collected using a four-camera (PiMAX4)
detector system, with each camera capable of two consecutive frames.
The full first harmonic of X-ray energies from the short period undula-
tor was used and had a full width at half-maximum of ∼10% and mean
energy of ∼24 keV. The exposure time was 80 ps, and the time between
sequential frames was a multiple of the inter-bunch gap (153.4 ns).

The SAXS from both late-time (> 1 μs) in situ and recovered DND
exhibits consistent features in the 𝐼(𝑞) curve. Such a close similarity
allows a high-fidelity SAXS model derived from the ex-situ SAXS and
TEM measurements to be applied to the in-situ data, which yields
new insight into the early-stage (<1 μs) morphology of DND. Results
indicate that during detonation, carbon is condensed into nanoscale
diamond much faster than that previously reported in other studies.
Furthermore, the surface texture of the DND is shown to arise during
condensation rather than via subsequent graphitization.

In the third example, high resolution MHz X-ray imaging is com-
bined with high-speed thermal imaging and machine learning to predict
with near certainty defects formation during laser powder bed fusion
(LPBF) additive manufacturing (AM) [313]. In a typical LPBF process,
a high-power laser beam is used to locally melt and consolidate metal
powder to form three-dimensional (3D) objects layer by layer. The
extreme thermal conditions involved in the printing process trigger
transient phenomena and complex structural dynamics. Their inter-
play often leads to structural defects, such as porosity, which is a
major factor that hinders the widespread adoption of AM technolo-
gies. One common porosity is caused by the momentary collapse of
the vapor depression zone, known as keyhole porosity. With simul-
taneous high-speed synchrotron X-ray imaging and thermal imaging,
coupled with multi-physics simulations, two types of keyhole oscillation
in LPBF of Ti-6Al-4V were discovered: one intrinsic and the other
26
Fig. 26. Real-time keyhole porosity detection in LPBF. (A) Schematic of the simulta-
neous synchrotron X-ray and thermal imaging experiment on scanning laser melting
of Ti-6Al-4V. (B) A representative angle top-view thermal image. (C) A representative
side-view X-ray image. (D) Typical time-series signal of the average emission intensity
from the keyhole region [(B), dashed oval] extracted from the thermal image sequence.
(E) Wavelet analysis performed over the time-series signals in (D). The scalogram is
sectioned into a few windows, which are then labeled as either ‘‘Non-pore’’ or ‘‘Pore’’
on the basis of the operando X-ray imaging result. (F) Machine-learning approach with
sectioned scalograms as input data. A CNN was used, which is composed of a series
of alternating convolution and pooling layers and a final layer. Each convolution layer
extracts features from its previous layer, using filters learned from the trained model,
to form a feature map. The feature map is then down-sampled by a pooling layer to
reduce the number of parameters to learn. The final layer of the CNN classifies the
input scalogram as either ‘‘Non-pore’’ or ‘‘Pore’’. Figure from Ref. [313] reused with
permission.

perturbative. Amplifying this understanding with machine learning, a
breakthrough approach was developed to detect the stochastic keyhole
porosity generation events with sub-millisecond temporal resolution
and near-perfect prediction rate. The highly accurate data labeling
enabled by operando X-ray imaging allowed the demonstration of a
facile and practical way to adopt the new approach in commercial
systems. Fig. 26 shows the setup schematic and the data analysis
workflow.

32-ID beamline will undergo a substantial enhancement as part of
the APS Upgrade project. It will benefit from the new source charac-
teristics and new instruments, including an improved spatial resolution
(∼100 nm), dual-beam and multi-modal capabilities, without sacrifice
in time resolution.

6.3. Structural dynamics of 3D-printed polymers

A supersonic source of energy such as explosion, implosion and
hypervelocity impact induces shock waves in solid, liquid and other
states of matter due to compressibility of the medium [314]. Shock
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Fig. 27. Pre-shock (static) and 7 dynamic frames from X-ray phase contrast imaging
of a 3rd-order Menger structure during shockwave loading following projectile impact
at 331(or 318?) m/s (Shot 19-2-017). The frames are timed to the 24-bunch mode of
the Advanced Photon Source. In the phase contrast images, the shock travels from the
baseplate (right side, no X-ray transmission) into the structure, resulting in substantial
lateral displacement and dissipation of the shock. Reprinted from [319], with the
permission of AIP Publishing.

waves produce discontinuities in materials properties, e.g. density,
pressure, temperature and material phase, which can be understood
by the conservation of mass, momentum and energy [315,316]. The
continuities or the shock wave thicknesses are comparable to collisional
mean free paths of the atoms and molecules. In room-temperature air,
for example, the thicknesses would be around 200 nm [317], and the
mean free path at the standard temperature pressure is 60–70 nm in
air. Sound speeds in polymers range from less than 1 km/s to several
km/s, depending on the structure and density, which make them good
material platforms to shock loading experiments that can be directly
compared with the results from the finite-element computer codes such
as Abaqus for design of new structured polymers.

Additive manufacturing (AM), also known as 3D printing, has cre-
ated a new paradigm shift in structure-based control of material prop-
erties for a wide variety of materials including polymers [318]. AM
offers polymer structure control potentially down to nanometer scales.
On the nanometer scale, the control options include network chemistry,
crosslinking and crystallinity, filler particles and polymer-filler interac-
tions through AM feedstock materials and fillers. On the micrometer
scale, individual polymer ligaments can be varied in both scale and
geometry around connection or node points. On the millimeter scale,
layer symmetries can be tailored to affect deformation or compaction
mechanisms, and to alter wave propagation through the structures. AM
polymer Menger structure, as a new type of porous metamaterials, may
possess properties quite different from the base stochastic polymers free
of pores [166,319]. Many applications of AM polymer structures have
been recognized, including vibration and acoustic damping, thermal
management, and shockwave localization [320].

Dynamic X-ray phase contrast imaging was recently used to study
impact and shockwave responses of 3D-printed polymer Menger struc-
tures (with the third order length 𝐿3 = 126 μm) at the Dynamic
Compression Sector (DCS) using the Advanced Photon Source (APS),
Fig. 27. Shockwaves were generated using the IMPact system for the
ULtrafast Synchrotron Experiments (IMPULSE). X-ray energy was about
25 keV with a pulse-to-pulse time of 153.4 ns. The imaging system
consisted of a LuAG:Ce scintillator frontend and four independently
triggered ICCD-4 (Princeton Instruments) cameras to collect the eight
images shown.

As the shock traverses the first few layers, rarefaction waves from
free surfaces of the cubic voids interact, resulting in significant lateral
deformation and buckling [168]. The kinetic energy imparted to the
structure from the impact event is partitioned into elastic and viscoplas-
tic energy, with viscoplastic energy increasing with time/distance (in
this experiment leading to a temperature rise 𝛥T = +170 K) (see
Fig. 28).
27
Fig. 28. Single frame analysis from shot 20-2-081 using the ground truth approach.
Here, the 4th frame is shown, in which shock localization led to ‘‘cell’’ rotation
and material extrusion lateral to the shock direction. (b) Corner velocity as a
function of horizontal position stacked by frame shows a broad velocity disturbance
with a maximum of 250 m/s moving into the structure. The velocity increase is
not discontinuous (shock-like), but is spread over nearly 0.5 mm. Figure adopted
from [321].

We have examined several methods of velocity field analysis for the
X-ray phase contrast images, or ‘‘X-ray velocimetry’’. Two of the critical
steps of X-ray velocimetry, similar to optical velocimetry, are feature
recognition or object identification from individual movie frames to
another, and feature matching or object tracking from one frame to
another. Even though X-ray velocimetry is not yet widely practiced in
the literature, we have used existing algorithms for optical imaging and
velocimetry for the X-ray data. Several challenges in X-ray velocimetry
are recognized: (a) Low signal-to-noise ratio in the raw data limited
by the X-ray source intensity and camera hardware; (b) Shockwave or
impact on the porous structure can modify the features significantly
and frequently destroy the features completely from one movie frame
to another; i.e., many features are not recognizable after the impact
or the shockwave front; so manual tuning of the existing algorithms is
necessary for X-ray velocimetry to improve the reliability of the velocity
estimation; (c) It is difficult to obtain the 2D velocity uniformly across
the images because of the limited number of features; d) There is limit
amount of information on ‘ground-truths’ to validate the algorithms;
i.e., except for some estimates of the shock velocity based on the bulk
material properties; and e) The velocity field is intrinsically 3D, while
the X-ray image only captures the projected information.

6.4. Dynamic material properties by MEC endstation at LCLS

X-ray Coherent diffractive imaging (XCDI), together with its variants
such as BCDI [322], as discussed in Section 4.2, has emerged in the
last decade, also known as the first decade of XFELs [216], as a sub-
ps time-resolved workhorse to characterize a wide variety of materials
under extreme conditions, e.g. 10 s of GPa pressure and above (100
GPa = 1 Mbar) [323], thousands of degree K temperature, harsh X-ray
and neutron radiation environment. The Matter in Extreme Conditions
(MEC) endstation at LCLS [324,325] can deliver quasi-monochromatic
(𝛥E/E = 0.1%–2%), fully transverse coherent, energy-tunable (0.25 to
25 keV) X-ray pulses of 10s-of-fs duration with an average of ∼1012

photons per pulse. The focused X-ray beam spot can be adjusted using
a series of beryllium-focusing lenses to the range of 10 to 200-μm
(1 mm unfocused at 8 keV) in diameter on the target package. The
experiments can be repeated at up to 5 Hz by a 1-J 25-TW laser to
make ultrafast movies of non-thermal melting, phase transition kinetics,
chemistry important to life, crystal growth [326], compression freezing
kinetics of water to ice [327], and metalization under high pressure
ramp compression and shocks. Here, several application examples are
highlighted.

XRD and XCDI at LCLS are used to make the ultrafast movies at
10-ps intervals for the transition from elastic to plastic regime in poly-
crystalline Cu [323]. These results validated predictions of the yield
stress of atomistic simulations. In another example, ultrafast lattice
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Fig. 29. Schematic of laser-driven shock compression of crystalline phase using
simultaneous in situ imaging and X-ray diffraction. Dynamic X-ray imaging diagnostics
at the MEC, LCLS End-station can visualize the shock compression process of crystalline
materials phase transforming into a molten state. X-ray imaging and diffraction fidelity
can resolve lattice level transformations, provide phase fraction information and data
quality suitable for Reitveld refinements and in situ imaging resolution to 400 nm within
60 femtoseconds. Schematic courtesy of G. Stewart, SLAC Graphic Artist.

dynamics of silicon have been measured by using the simultaneous
in situ imaging and X-ray diffraction [328]. The setup is shown in
Fig. 29. A 100-J 527-nm laser ablates plastic from the front of the
target and drives a shockwave through the sample. The optical drive
pulse has a temporal profile that can give rise to 7.5 × 1011 W/cm2

within 300 ps and increase linearly to 2.5 × 1012 W/cm2 by the end of
the 15-ns pulse duration. Diffraction of the probe X-ray is captured on
Cornell–SLAC pixel array detectors (CS PAD) or ePix10k detectors. One
example using this technique to examine silicon shows diffraction of
multiple broad peaks and the first silicon melt feature located between
28 and 32.5 nm−1. The primary beam continues to the phase contrast
imaging detector located 4 m down stream the target location, with
a field of view of 200- μm diameter and a spatial resolution about
5 μm down to 100 s of nm. The measurements answered some long-
standing questions about the silicon dynamics of high-pressure elastic,
inelastic phases and melt. In the third example, in situ ultrafast X-ray
diffraction was used to study the plasticity of hexagonal-close-packed
(hcp)-Fe [329]. Laser-induced shock compressed Fe up to 187(10) GPa
and 4070(285) K at 108 s−1 in strain rate. It is revealed that {101̄2}
deformation twinning controls the polycrystalline Fe microstructures
and occurs within 1 ns. The fourth example is high-resolution imaging
of an inertial confinement fusion (ICF) target and in situ void collapse
within the target. Recent efforts at LCLS are enabling a new nanoscale
imaging instrument based on a ptychographic method for the collec-
tion of static, high resolution 2D and 3D images, down to 10 s nm
resolution, e.g. could be used in support of ICF and inertial fusion
energy (IFE) capsule or sample inspection/studies. See Section 6.5 for
further discussions. Preliminary efforts at LCLS have inspected Cu-
foam from LLNL with unprecedented 30 nm resolution over a few
μm3 volume providing 2D and partial 3D reconstructions. Follow on
work using novel X-ray optics may remove the need to rotate the
sample [330], and this opens up the possibility to perform 2D and 3D
imaging in situ, during dynamic compression. At MEC endstation, near-
field propagation-based phase contrast imaging (PCI) and Talbot-CDI
are proving very successful in measuring 2D void collapse in ICF ablator
materials to 200 GPa. These images of a single collapsing void with sub-
μm spatial resolution and picosecond temporal resolution will allow
us to study high pressure (several Mbar) shock interaction for insights
on hot spots and instability mitigation in a single void. These data are
28
Fig. 30. An example of the reduction of fill-tube hole diameter with time in NIF
experiments [335]. The smallest fill-tube design was deployed in the ignited NIF
experiments. Image credit: General Atomics (GA) and Lawrence Livermore National
Laboratory (LLNL).

being compared with 2D xRAGE simulations. In addition, the Talbot-
CDI method, which can reconstruct the actual wavefront and be applied
to reconstruct the image of a shocked sample, i.e. the wavefront after
the sample interaction, results in a novel single-shot imaging technique.
Prior campaigns on single void collapse have leveraged the LCLS pulse
train and UXI cameras to measure a shock traversing a single void in a
single sample [163].

It has also been recognized that further improvements in XCDI spa-
tial resolution, together with advances in dynamic 3D X-ray diffraction,
including high-energy diffraction and microscopy [331], would allow
predictive modeling capabilities for material strength and plasticity in
extreme environments. This includes collecting time-resolved structure
factor measurements extending to a broader class of materials such
as liquids, glasses [332], other amorphous and non-periodic materials
and structures, with applications to geology, planetary science, life
science, and to the design of novel materials. MEC at LCLS is now
pushing spatial resolution below 10 nm and can provide accurate phase
projections to yield detailed quantitative 2D and 3D reconstructions
with a resolution that is not limited by imaging optics.

6.5. Towards 10+ Hz Inertial Fusion Energy (IFE) experiments

The recent breakthroughs in laser-driven inertial confinement fusion
at the National Ignition Facility (NIF) came after more than half a cen-
tury of coherent efforts [333,334]. Now IFE experiments at 10 Hz and
above (10+) repetition-rate are being pursued towards economically
viable electricity generation from controlled release of fusion energy.
Some of the open problems related to 10+-Hz experiments include laser
driver, target fabrication at low cost, target defect controls, dynamic
properties of the target, neutron yield optimization, and fusion energy
capture [335]. U-RadIT can play important roles in studying the dy-
namic properties of IFE targets and shed light (X-rays) on the effects of
defects such as void, as discussed in Section 6.4.

It has been recognized that mesoscale pores, voids and other defects,
as well as built-in structures such as a fill-tube can have an significant
impact on the mechanical response of the target under intense laser
or X-ray compression [336]. A fill-tube can also seed a perturbation
that injects the ablator material into the target center, radiating away
some of the hot-spot energy [337]. A smaller fill-tube diameter has
been shown to be beneficial to the recent NIF ignition. An example of
reducing fill-tube size is included in Fig. 30. The effects of a fill-tube are
complicated, besides the dimensions of the fill-tube, other factors such
as ablator materials, target structures, laser driver energy and timing,
hohlraum designs, and so on, also come into play. Coupling high-
resolution U-RadIT measurement with high-fidelity modeling is a must
for data interpretation and target optimization. Until the targets can be
fabricated exactly the same at sub- μm or even nanometer precision,
single-shot measurements at facilities such as LCLS may be necessary
to aid the target optimization. Due to the size of an ICF target (∼ 1 mm)
and the use of high-Z materials (W, Cu, Au), high energy X-rays (>
20 keV) may also be required. For example, MEC experiments at LCLS
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Fig. 31. The spectral shapes of the laser-driven sources and their representative
energies. Idealized 𝐾𝛼 emission is a monoenergetic peak, shown here at 17.5 keV to
represent a molybdenum 𝐾𝛼 line. The betatron spectrum has a mean energy 𝐸𝑎𝑣𝑔 ≈ 100
keV, identified by the dashed line. The bremsstrahlung spectrum is characterized by a
single slope, or ‘‘temperature’’, in the MeV range (inset). The fit for the intensity (𝐼0)
as a function of energy (𝐸) is of the form 𝐼0 ∝ 𝑒−𝐸∕𝑇 , with temperature 𝑇 = 2.2 MeV.

showed best contrast at about 18 keV, with a resolution of 400 nm
and 10 s of fs in space and time, respectively [163]. Higher energy
radiographic imaging using synchrotrons can complement the XFEL
studies, at a lower temporal resolution but potentially higher spatial
resolution [303].

It is not yet clear whether all the target implosion and material
studies towards IFE target optimization can be done by using XFEL
and synchrotron facilities exclusively. In other words, in-situ NIF or
high-repetition IFE measurement may still be necessary, not by using a
synchrotron or an XFEL source of X-rays, rather by one or more high-
power lasers co-located with the NIF or an IFE. One such an example
is the NIF Advanced Radiographic Capability (NIF-ARC) [338–340]. In
these experiments, high laser power above 1017 W/cm2 and 1.5 kJ
NIF beamlet may be focused onto different materials to produce an
intense flash of X-rays (>50 keV) and energetic protons (>10 MeV)
for ultrafast radiographic imaging with a temporal resolution down
to 1 ps (30 ps laser FWHM). In 2020, a multi-pulse imaging tech-
nique was executed with 4 NIF ARC beamlines, two of them each
on a separate Au wire target to produce bremsstrahlung X-rays from
50–200 keV [341]. Higher energy X-rays pave way towards U-RadIT
applications for denser materials. Even though the demonstrated spatial
resolution (∼10 μm) is less than in synchrotrons and XFELs, further
hardware optimizations such as beam spot size reduction (currently
150 μm), target materials, laser profiles, and imaging detectors are
possible.

NIF-ARC-like capability also exists elsewhere [342,343], which
opens door to a broad range of U-RadIT applications with even higher
X-ray energies exceeding 40 keV. Ultrafast bursts of bremsstrahlung
X-rays for Compton radiography of fusion implosions was first in-
vestigated as a proof-of-principle experiment on the Titan laser in
2008 [344]. In 2009, Brambrick et al. [345] reported > 40 keV X-
ray emission from 18 μm wires used to probe iron shocked by a ns
laser driver. Areal densities were obtained within 10% error. Chu et al.
extended this type of study to near-MeV photons in 2018 [346]. He
et al. reported using the ultrafast probe to distinguish between samples
in the solid state and melt-on-release state [347].

Over the past two decades, energetic X-rays from high-intensity
lasers (peak power > 1 PW, pulse duration 10’s of fs to ps) have gone
from early characterization of their properties and origin [348], to prac-
tical radiography sources with enough dose (>10 Rad or >1010 MeV
photons/cm2 at 1 m) of MeV photons to deeply penetrate high areal
density materials. Such sources provide new avenues to U-RadIT.
29
Fig. 32. X-ray energy (defined in Fig. 31) vs source size as delivered via a wide
range of high intensity, short pulse laser-target configurations. For each source type,
a least-squares regression (solid lines) establishes the relationship between energy 𝐸
and source size 𝑆. An additional data point for a conventional MeV X-ray source, the
60 ns DARHT Axis I accelerator (triangle) [350,351], is shown for comparison.

Three distinct X-ray generation mechanisms have emerged with prac-
tical application in ultrafast imaging: bremsstrahlung, K𝛼 , and be-
tatron, Fig. 31, each with their own unique source characteristics,
Fig. 32. Xin et al. [349] characterized the bremsstrahlung spectrum
post-experiment, finding it to fit a simple exponential of 𝑇 = 336 keV
between 0.1–0.9 MeV. In Fig. 32, two critical parameters, X-ray energy
(𝐸) and source size (𝑆), are found to moderately correlate via a 𝐸 ∼
𝑆𝑐1 power law with 𝑐1 = 0.54, 0.75, and 1.14 for 𝐾𝛼 , betatron, and
bremsstrahlung, respectively. These power law relationships point to
a tradeoff between the penetrating power of the laser-driven source,
measured by the X-ray energy, and the practical resolution limit, often
constrained by source size.

The data for Fig. 32 compiled include bremsstrahlung [352–359],
K𝛼 [360–364], and betatron [365–370] sources. An additional data
point from a conventional source, the Dual-Axis Radiographic Hydrody-
namic Test Facility (DARHT), also lies in agreement of this trend [371].
Though the pulse duration is 60 ns rather than the ps-scale laser-driven
sources [351], the X-ray dose is ∼50× greater than the best-performing
laser-driven sources [355]. Note there are techniques that may induce
some deviation, such as using mass limited targets (i.e. wires) to
constrain the source size, relative to foils with transverse dimensions
much larger than the laser focal spot.

Another important feature of laser-driven sources is the sub-ns
duration for a wide range of X-ray energies. With the 10-ps Titan laser
incident on a 10 μm thick Au wire, a 12 ps (FWHM) burst of X-rays
was produced, measured in the 3–10 keV range [353]. When incident
on 50 μm Au foils, the 22 ps ARC laser produces a pulse of 8–25 keV X-
rays for <40 ps [372]. Recent measurements with the Gamma Reaction
History diagnostic on the ARC laser [355,373] constrained the pulse
duration for a laser-driven X-rays >3 MeV.

There are some known challenges for further advancing laser-driven
U-RadIT. The fractions of laser energy absorption by various popula-
tions of electrons need better quantitative understanding for optimiza-
tion. Some studies suggested a few 10’s of one percent at intensities of
∼ 1020 W/cm2 [374,375]. Many high-power lasers contain an intensity
pedestal that ramps up to the peak intensity, creating a pre-plasma be-
fore the arrival of the main ∼ps laser pulse. Controlling for pre-plasma
remains a significant challenge, and it is important because instabilities
such as hosing [376] can be activated. As hosing modifies the laser
trajectory in the pre-plasma, the resulting X-ray source stability, i.e.
highly reproducible spectra and yield, is brought into question.
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7. Summary

Ultrafast radiographic imaging and tracking (U-RadIT) use sub-
nanosecond pulses of X-rays, 𝛾-rays (high-energy X-rays >100 keV), and
onizing particles with mass such as electrons, protons and neutrons
o collect information about material structures, densities, mass flow,
ther quasi-static and dynamic properties. As the light and particle
ources become brighter (higher brilliance), narrower in pulse width
owards ∼1 fs (in XFELs), higher repetition rate above 10 MHz (in
th generation synchrotorons), and as new sources such as laser-driven
ltrashort multi-species sources, which emit a broad spectrum of X-rays
nd particles simultaneously, become available, U-RadIT are important
T tools to study dynamic processes in physics, chemistry, biology,
eology, materials science and others, including quantum fluctuations
n emerging macroscopic quantum systems and phenomena.

The state-of-the-art computational forward models, as approxima-
ions to accelerate the calculations of the first-principle quantum
hysics models, can still not reliably predict dynamic properties of
aterials at high resolution when one mole or more atoms are in-

olved. U-RadIT measurements are thus essential to validate model
pproximations, model predictions, and aid further model refinements,
y providing high-quality experimental data for traditional physics-
riven forward models, emerging data-driven models such as deep
eural networks, or hybrid models that merge physics with data. One of
he central problems in U-RadIT is to optimize information yield from
xperiments through, e.g. high-luminosity X-ray and particle sources,
fficient imaging and tracking detectors, novel IT modalities to collect
ata, and high-bandwidth online and offline data processing, regular-
zed by the underlying physics, geometry, statistics, and computing
ower.

Steady progress in high-speed sensors and detector electronics in
10H’ frontiers has led to a large number of high-data-yield detector
echnologies for U-RadIT optimization. The highlighted examples are
ltrafast CMOS cameras, hybrid pixelated array detectors with flexible
rontends, 3D photon-to-digital converters, Timepix4 ASICs that can be
sed for ultrafast particle counting, LGADs for 4D particle tracking.
s many detectors now reach single-visible-photon sensitivity , and
ith very compact (10 μm or smaller pitch) solid-state designs, the

tate-of-the-art radiation detectors are quantum devices that can readily
istinguish individual energetic particles and X-ray photons. It may
e anticipated that photon counting with high energy resolution, or

spectroscopic photon counting’ for ionizing radiation, and quantum
etection with imbedded machine learning (ML) algorithms are forth-
oming. Such advances may also benefit from alternate fabrication
ethods to CMOS integration such as 3D printing.

Hardware-centric approaches to U-RadIT optimization, which are
ometimes constrained by detector sensor material properties, low
ignal-to-noise ratio, high cost and long development cycles of criti-
al hardware components such as application-specific integrated cir-
uits (ASICs), are now complemented by data methods, such as syn-
hetic data generation from forward models or trained neural network
odels. New compressed sensing framework can relax the require-
ents of Nyquist-Shannon sampling theory and leads to sparse U-RadIT
odalities to efficiently collect data from experiments.

Data science and machine learning algorithms are also growingly
pplied to post-processing of U-RadIT experimental data, including
ew phase retrieval algorithms in dynamic phase contrast imaging,
oving contrast imaging and dynamic diffractive imaging. Uncertainty

uantification (UQ) is important to data interpretation, predictions of
ew results, and guiding new experimental designs. Machine learning
nd artificial intelligence approaches, when enhanced by UQ, physics,
nd material information, may contribute significantly to data interpre-
ation and overall U-RadIT optimization.

Some of the exciting applications of U-RadIT are pushing the limits
n temporal and spatial resolution on one end, and trying to reach to
30

he largest spatial and temporal dynamic range on the other, i.e. by
extending the measurement to the largest spatial scale and longest time
duration possible, in order to shed light (or X-rays, or particles) on
microscopic (down to atomic scales) processes while simultaneously
revealing macroscopic functionality or emergent properties in situ. A
few examples are included: cavity dynamics related to implosion and
shock propagation, materials dynamics in novel 3D-printed structures
under an impulse of energy, additive manufacturing optimization, and
high-repetition-rate inertial confinement fusion energy experiments.
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